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Abstract. In the face of growing global economic uncertainty, financial auditing has become essential for ensuring regulatory
compliance and preventing systemic financial risks. Traditional manual auditing methods are increasingly challenged by large
data volumes, complex business structures, and evolving fraud tactics. To address these issues, this study explores an Al-
driven financial audit framework and high-risk identification system for enterprises, leveraging machine learning to enhance
audit efficiency and accuracy. Using a dataset from the Big Four accounting firms (EY, PwC, Deloitte, KPMG) spanning
2020 to 2025, the research analyzes trends in risk assessment, compliance violations, and fraud detection. The dataset includes
critical indicators such as audit project counts, high-risk cases, detected frauds, and compliance breaches, while also reflecting
the role of Al in audit automation, employee workload, and client satisfaction. To build a robust risk prediction model, three
machine learning algorithms—Support Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbors (KNN)—
are compared. SVM leverages hyperplane optimization for complex classifications, RF integrates multiple decision trees to
handle nonlinear, high-dimensional data with strong resistance to overfitting, and KNN uses distance-based classification for
adaptable performance. Through hierarchical K-fold cross-validation and evaluation via F1-score, accuracy, and recall, Random
Forest demonstrates the highest performance with an F1-score of 0.9012, especially excelling in detecting fraud and compliance
anomalies. Feature importance analysis highlights audit frequency, historical violations, employee workload, and client ratings as
key risk predictors. The study suggests that enterprise audit systems adopt Random Forest as a core model, extend data features
through feature engineering, and implement real-time monitoring. This research offers valuable insights into using machine
learning for intelligent financial audits and risk management in modern enterprise environments.

Keywords: Enterprise financial audit; machine learning; random forest;SVM; KNN
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1. Introduction

In today’s global economy characterized by high uncertainty, enterprise financial auditing serves not only as a pillar of
regulatory compliance but also as a critical tool for ensuring operational transparency, identifying systemic risks, and
preventing financial fraud . As business operations scale and financial data becomes more complex, traditional audit
methods—relying on manual sampling and static rule-based judgment—face significant challenges in terms of efficiency,
accuracy, and timeliness. To address these limitations, an increasing number of studies have introduced machine learning

1-



2025 Volume 3, Tssue 1

(ML) techniques into financial auditing processes, building data-driven frameworks for risk identification and early
warning, thereby enhancing audit quality and corporate governance.

This study focuses on high-risk identification within enterprise financial auditing, leveraging a comprehensive dataset
provided by the Big Four accounting firms (EY, PwC, Deloitte, and KPMG) from 2020 to 2025. The dataset includes key
indicators such as the number of audit engagements, high-risk cases, detected instances of financial fraud, compliance
violations, and Al-related impacts on audit automation, employee workload, and client satisfaction scores. These attributes
reflect real-world audit practices and provide strong empirical value for research.

To evaluate the effectiveness of different ML models in detecting financial risks, we compare three mainstream
algorithms: Support Vector Machines (SVM) ¥, Random Forest (RF) ", and K-Nearest Neighbors (KNN) *. SVM excels
in handling complex relationships in high-dimensional spaces and is robust with limited data. KNN, as an instance-based
classifier, predicts risk levels by computing similarity distances, offering simplicity and adaptability. Random Forest, with
its ensemble of decision trees, enhances the detection of nonlinear patterns and anomalous behaviors and is highly robust
to overfitting.

Using hierarchical K-fold cross-validation and performance metrics including F1-score, accuracy, and recall, our
experiments demonstrate that the Random Forest model outperforms the others, achieving an Fl-score of 0.9012. It is
particularly effective in detecting high-risk companies with frequent historical violations, dense audit schedules, and low
client satisfaction ratings. Feature importance analysis further reveals that audit frequency, past violations, workload, and
audit project complexity are among the most influential variables.

In summary, the proposed ML-based framework for high-risk identification in enterprise financial auditing
significantly improves both audit efficiency and detection accuracy. It offers a practical and intelligent foundation for
constructing automated risk control systems. Future research will explore the integration of deep learning models and
external industry data to further enhance model generalization and task adaptability, enabling intelligent risk evaluation
and compliance monitoring in more complex auditing scenarios.

2. Literature Review

In enterprise financial auditing, the task of high-risk identification and prediction plays a vital role in ensuring financial
transparency, preventing financial fraud, and improving audit efficiency. It is especially indispensable in key areas such
as financial regulation, capital market compliance management, and internal corporate control. However, due to the high
dimensionality, heterogeneity, and complex nonlinear relationships inherent in financial data, traditional audit methods
based on rules and expert judgment still face significant limitations in terms of accuracy and generalization ability for risk
identification ™.

In recent years, with the rapid advancement of artificial intelligence technologies—particularly the outstanding
performance of machine learning in large-scale data processing and pattern recognition—an increasing number of studies
have focused on applying machine learning methods to enterprise financial risk identification and assessment tasks. This
approach facilitates the construction of data-driven intelligent auditing systems.

Rui Ding et al . applied deep learning to enterprise intelligent auditing, proposing an enhanced DLNN algorithm
model. They used a BiILSTM model to analyze audit classification accuracy, an Auto Encoder for audit data analysis, and
a genetic algorithm to optimize the deep neural network’s weights. These steps led to significant improvements in the
model’s precision, accuracy, and F1 score. Li Yao et al """, explore AI’s role in enterprise financial audits, analyzing data
to highlight its efficiency - boosting potential. They advocate an industry shift towards Al - driven auditing for a more
networked, digital, and intelligent system, fostering a virtuous cycle of capital investment, technological innovation, and
income growth.

Chen Peng et al ™. proposed an intelligent enterprise finance auditing solution, using BiLSTM neural networks for
classifying audit issues via three text feature extraction methods. Their approach achieved accuracy, recall, and F1 scores
of 85.12%, 83.28%, and 84.85% for accounting voucher clustering, and 87.43%, 87.88%, and 87.66% for audit report
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analysis, showing better performance than previous methods. This provides a valuable reference for developing enterprise
financial intelligence software.

Peng Zhao et al . aim to enhance enterprise financial fraud detection’s accuracy and efficiency using deep learning.
They design a DL-based model for automatic feature extraction and pattern learning from complex financial data.
Integrating this model into traditional auditing processes achieves automation and intelligence upgrades. The model shows
superior performance with all evaluation metrics exceeding 90%, offering a new way to ensure financial security and boost
audit value.

3. Data Introduction

The dataset used in this study originates from enterprise financial audit and risk management records provided by the
Big Four accounting firms (Emnst & Young, PricewaterhouseCoopers, Deloitte, and KPMG) during the period from 2020
to 2025. It encompasses audit projects across a wide range of industries globally, offering strong representativeness and
authoritative value. The dataset thoroughly documents core financial behaviors and risk indicators observed throughout
audit cycles, including key metrics such as the number of audit engagements, counts of high-risk cases, identified instances
of fraud, and compliance violations. In addition, it captures extended information related to audit resource allocation and
quality, such as auditor workload, client satisfaction scores, and the auxiliary role of artificial intelligence in the audit
process. The overall data structure combines both horizontal dimensions (e.g., company profiles, industry categories, audit
target characteristics) and vertical temporal sequences (e.g., quarterly or annual records), providing a solid foundation for
systematic enterprise financial compliance analysis and high-risk forecasting.

To enhance data quality and modeling adaptability, we conducted a systematic preprocessing and structural refinement
of the original dataset. First, missing values, outliers, and logically conflicting entries were identified and handled through
distribution analysis and rule-based thresholds. Second, heterogeneous fields from different sources were uniformly
encoded and standardized—for instance, by converting inconsistent time formats, audit units, and violation types into
unified categorical labels. Then, techniques such as normalization, binning, and categorical variable encoding were applied
to improve feature recognizability. Furthermore, a sliding window mechanism was introduced to restructure the raw data
into time-series samples, enabling the model to dynamically capture evolving financial behaviors over time. Additionally,
we engineered new derived features based on domain logic relationships among variables—such as historical violation
ratios, changes in audit frequency, and trends in client satisfaction ratings—to improve the discriminative power of the
feature set.

As a result, the finalized high-quality structured dataset exhibits strong temporal properties, completeness, and
semantic consistency, laying a robust foundation for machine learning models—such as Random Forests, Support Vector
Machines (SVM), and K-Nearest Neighbors (KNN)—to perform high-risk identification and predictive tasks in enterprise
financial auditing.

Table 1 presents the variables in the dataset for enterprise financial audit and risk prediction. The dataset, provided
by the Big Four accounting firms from 2020 to 2025, includes audit-related variables like Year, Firm Name, Total
Audit_Engagements, High Risk Cases, Compliance Violations, Fraud Cases Detected, Industry Affected, and Total
Revenue Impact. It also covers audit-process variables such as Al Used for Auditing and Employee Workload, as well
as enterprise-related variables like market value, Region, and financial status. This comprehensive dataset, with horizontal
and vertical temporal dimensions, offers a solid foundation for financial compliance analysis and high-risk forecasting.
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Table 1. Variables and descriptions

variable description
Year The year of the audit report (2020-2025).
Firm Name The consulting firm conducting the audit (Emst & Young, PwC, Deloitte, KPMG).

Total Audit Engagements
High Risk Cases
Compliance Violations
Fraud Cases Detected
Industry Affected
Total Revenue Impact
Al Used for Auditing
Employee Workload
market value
Region

financial status

Number of audit engagements handled by the firm.
Number of audits flagged as high-risk due to compliance concerns.
The number of regulatory breaches detected.

The number of fraud cases uncovered during audits.

The sector impacted (Finance, Tech, Retail, Healthcare).
The estimated financial impact due to fraud or compliance issues (in millions USD).
Whether Al was used in the auditing process (Yes/No).
The average hours worked per week by auditors.
The market value of the company
The geographical location of the company.

financial statusThe financial situation of the company

Figure 1 illustrates the trend of high-risk cases identified by four major accounting firms (PwC, Deloitte, EY, and
KPMG) from 2020 to 2025. The x-axis represents the years, while the y-axis shows the number of high-risk cases.
Each line corresponds to one firm, with distinct colors and shaded areas indicating the density of cases. The data reveals
fluctuations in high-risk cases over time. For instance, PwC shows a peak in 2022, while Deloitte’s cases rise in 2024. EY
and KPMG exhibit relatively stable trends. This visual helps understand the dynamic risk landscape across firms and years,
offering insights for risk management and audit resource allocation. The dataset, provided by the Big Four firms, covers
global audit projects across industries, documenting key financial behaviors and risk indicators during audit cycles. It also
includes information on audit resource allocation and quality, such as auditor workload and AI’s role in auditing. With both
horizontal and vertical temporal dimensions, the dataset provides a robust foundation for financial compliance analysis and
high-risk forecasting.

High-Risk Cases Trend (2020-2025)

500
Frm

— PwC

— Deloitte

=—— Emst & Young
400 —— KPMG

300

Number of High-Risk Cases

100
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Figure 1. Trends in High-Risk Audit Cases (2020-2025) Across Top Accounting Firms
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The Figure 2 presents a bar chart illustrating the total revenue impact by industry and firm for the Big Four
accounting firms from 2020 to 2025. The x-axis represents the four firms—PwC, Deloitte, Ernst & Young, and KPMG—
while the y-axis indicates total revenue impact in millions of USD. Each group of bars corresponds to a firm, and the
colored bars within each group represent different industries: Healthcare (blue), Finance (orange), Retail (green), and Tech
(red). The chart reveals significant variability in revenue impact across both firms and industries. For example, Deloitte
shows a notably higher impact in the Finance sector, while PwC records the highest revenue impact in Retail. Ernst &
Young demonstrates a relatively even distribution across industries, with a peak in Retail, whereas KPMG maintains a
more moderate impact across all sectors, with Healthcare leading slightly. The error bars highlight the variability within
each category, suggesting potential fluctuations or uncertainty in audit outcomes across industry contexts. This figure
provides critical insights into how audit projects influence financial performance across industries and firms, underscoring
the need for tailored audit strategies. It also supports more efficient allocation of audit resources by identifying which
industry-firm combinations contribute most significantly to revenue impact.

't

Figure 2. Revenue Impact by Industry and Firm (2020-2025)
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Figure 3 depicts the relationship between client satisfaction and audit effectiveness across the four major accounting
firms from 2020 to 2025. The x-axis represents the audit effectiveness score, while the y-axis shows the client satisfaction
score. Each colored bubble corresponds to a specific firm: PwC (blue), Deloitte (orange), Ermst & Young (green), and
KPMG (red). The size of the bubbles indicates the total number of audit engagements. The plot reveals that higher audit
effectiveness generally correlates with higher client satisfaction. Most data points cluster between scores of 6 to 8 for both
axes, with some outliers showing higher or lower values. This suggests that while there is a positive trend, other factors
may also influence client satisfaction. By analyzing this relationship, the dataset offers insights for enhancing audit quality
and client relations. The dataset, provided by the Big Four accounting firms, covers global audit projects across industries,
documenting key financial behaviors and risk indicators during audit cycles. It also includes information on audit resource
allocation and quality, such as auditor workload and AI’s role in auditing. With both horizontal and vertical temporal
dimensions, the dataset provides a robust foundation for financial compliance analysis and high - risk forecasting.
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Client Satisfaction vs. Audit Effectiveness
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Figure 3. Client Satisfaction vs. Audit Effectiveness Across Firms and Industries

4. Model Introduction

4.1. Random Forest

In the Al-driven enterprise financial audit and high-risk identification framework proposed in this study, the Random Forest
(RF) model is employed as the core classification and prediction tool to identify potential high-risk corporate behaviors from
complex, high-dimensional audit data "”. As an ensemble learning method, Random Forest is essentially a collection of
multiple decision trees. It leverages a majority voting mechanism to enhance robustness and generalization capability, making
it particularly suitable for handling noisy data and intricate variable relationships in financial auditing""".

In the context of enterprise financial statement auditing, financial indicators often exhibit nonlinear, multidimensional,
and highly heterogeneous characteristics. For example, variables such as audit frequency, historical compliance records,
employee workload, and client satisfaction scores often interact in complex, non-linear ways. By training multiple
base learners (decision trees) across different feature subspaces, the Random Forest model effectively captures these
nonlinear interactions and avoids the local optimum issues common in traditional single-model approaches. Its built-in
random feature selection mechanism further enhances training efficiency and significantly reduces the risk of overfitting,
demonstrating outstanding performance in real-world high-risk auditing scenarios.

During model training, we configured the key Random Forest parameters as follows: the number of base learners (n_
estimators) was set to 200 to ensure model stability; the maximum tree depth (max_depth) was set to 15 to control model
complexity and prevent overfitting; the minimum number of samples required to split an internal node (min_samples_
split) was set to 10, and the minimum number of samples required to be at a leaf node (min_samples_leaf) was set to 5, in
order to enhance boundary decision accuracy. Gini impurity was adopted as the splitting criterion, and bootstrap sampling
was enabled to build diverse training subsets.

To assess the model’s robustness, we employed stratified K-fold cross-validation (K=5) and used F1-score, accuracy,

and recall as comprehensive evaluation metrics.

4.2. SVM model

In the enterprise financial audit and high-risk identification framework proposed in this study, the Support Vector Machine
(SVM) is employed as one of the core benchmark models, designed to identify and predict high-risk behaviors in financial
audits "*. As a classic supervised learning algorithm, SVM excels in handling high-dimensional, small-sample, and
nonlinear classification problems, and is widely used in domains such as finance and healthcare, where high classification
accuracy is critical. In the context of enterprise auditing, financial risks often involve complex nonlinear boundaries
between variables—such as audit frequency, historical compliance records, employee workload, and client satisfaction—
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making SVM particularly well-suited to the task "

The core idea of SVM is to construct an optimal hyperplane with the maximum margin in a high-dimensional space
to achieve the best separation between categories, thereby attaining strong generalization ability. For problems that are
not linearly separable, SVM introduces kernel functions to map the original input space into a higher-dimensional feature
space where linear separation becomes possible. In this study, we adopt the Radial Basis Function (RBF) kernel as the
primary kernel, and apply grid search to optimize hyperparameters. The penalty coefficient C is set to 10, and the kernel
parameter v is set to 0.1, striking a balance between training accuracy and generalization performance.

During model construction, we standardize the input data using the StandardScaler to ensure consistency in feature
scales and avoid weighting imbalances that could affect hyperplane construction. Additionally, to address the class imbalance
often present in enterprise audit datasets, we apply an automatic class weight adjustment mechanism (class_weight =
‘balanced’) during training, thereby improving the model’s ability to detect high-risk minority classes. The model is evaluated
using stratified K-fold cross-validation (K=5), with F1-score, accuracy, and recall as the main evaluation metrics.

4.3. KNN model

In the enterprise financial audit and high-risk identification framework developed in this study, the K-Nearest Neighbors
(KNN) algorithm is employed as a key baseline model to identify and predict potential financial risks and compliance
anomalies during the audit process. As a classic instance-based non-parametric supervised learning method, the core idea
of KNN lies in measuring the distance between samples and classifying test instances based on the assumption that “similar
samples have similar outputs.” This mechanism is particularly well-suited for complex and difficult-to-model financial
audit environments, as it adapts flexibly to diverse patterns of enterprise financial behavior """,

In the context of enterprise audits, KNN does not require a traditional training phase. Instead, it uses training samples
directly as a “knowledge base” to participate in prediction, with strengths including simple model structure, intuitive
implementation, and robustness in scenarios where high-risk samples are scarce and anomalies are widely distributed.
In this study, to improve KNN’s performance on high-dimensional financial feature data, we applied Min-Max Scaling
to normalize all input variables, ensuring uniform scale and preventing large-valued features from dominating distance
calculations.

In terms of configuration, the number of neighbors (K) is set to 5 to balance prediction stability and sensitivity to
local variations. Euclidean distance is used as the distance metric, and a distance-weighted voting scheme (weights =
‘distance’) is adopted so that closer neighbors have more influence on the prediction outcome, thereby enhancing the
model’s precision in identifying high-risk samples. To address the class imbalance often present in audit data, the Synthetic
Minority Over-sampling Technique (SMOTE) is applied to augment minority class samples, further strengthening the
model’s recognition capabilities. A stratified 5-fold cross-validation is used for evaluation, with F1-score, accuracy, and
recall as the primary metrics to systematically assess KNN’s effectiveness in enterprise financial risk identification tasks.

5. Model results analysis

Table 2 presents a comparison of the classification performance of three models—Random Forest, SVM, and KNN—
in the task of identifying high - risk cases in corporate financial audits. The Random Forest model achieves the highest
F1 score of 0.9012, with a mean accuracy of 0.9256 and a mean recall of 0.9004, outperforming the other two models.
This indicates its excellent balance in precisely identifying high - risk cases and comprehensively detecting all such cases,
along with its effective handling of class - imbalance issues. The SVM model has an F1 score of 0.8756, a mean accuracy
of 0.8816, and a mean recall of 0.8925, showing relatively balanced but slightly inferior overall performance compared to
Random Forest. The KNN model, with an F1 score of 0.8545, a mean accuracy of 0.8607, and a mean recall of 0.8632, can
identify more actual high - risk cases due to its high recall. However, its lower precision may result in more misjudgments.
These findings offer a quantitative basis for model selection and highlight the strengths and weaknesses of each model in
dealing with the dataset.




2025 Volume 3, Tssue 1

Table 2. Comparison of classification results of different models

Model Mean F1 Score Mean Accuracy Mean Recall
Random Forest 0.9012 0.9256 0.9004

SVM 0.8756 0.8816 0.8925

KNN 0.8545 0.8607 0.8632

Figure 4 visually presents the correlation between variables in the data set through color depth. There is a strong
correlation (0.55) between High Risk Cases and Risk Percentage, indicating the a high potential to apply KNN model to
effectively identify High Risk Cases in corporate financial audit and covering a decent portion of Risk Percentage in audit
work. There is a correlation of 027 between Total Audit Engagement and Fraud Cases Detected, implying the application
of KNN model across a wide range of audit projects could effectively identify fraud cases during corporate financial audit.
The negative correlations of -0.63 between total Total Audit engagement and Risk Percentage indicate the Risk Percentage
is lower with increasing number of Audit Engagement based on traditional manual audit. However, this correlation number
could change with application of KNN when the model could effectively identify high risk cases that couldn’t have been
identified in the manual audit process.
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Figure 4. Average Daily Fraud Transactions

6. Conclusions

This study constructs a machine learning-based intelligent audit framework for high-risk identification in enterprise
financial reports, systematically evaluating the performance of three mainstream models—Support Vector Machine
(SVM), Random Forest (RF), and K-Nearest Neighbors (KNN)—in the context of financial risk prediction. Using an
authoritative and representative dataset provided by the Big Four accounting firms (EY, PwC, Deloitte, and KPMG)
spanning from 2020 to 2025, we extract key audit-related indicators, including the number of audit projects, high-risk case
counts, historical compliance violations, detected fraud cases, employee workload, and client satisfaction scores, providing

a solid foundation for model training.
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Experimental results demonstrate that the Random Forest model performs best overall, achieving an F1-score of
0.9012, with superior accuracy and recall compared to other models, particularly excelling in detecting compliance
anomalies and potential fraud. Its strength lies in its ensemble learning mechanism, which adapts well to nonlinear
relationships and high-dimensional data. The KNN model, despite its simplicity and intuitive implementation, is sensitive
to the choice of K and underperforms in high-dimensional, imbalanced audit datasets. To mitigate these issues, we applied
normalization, distance weighting, and SMOTE oversampling, which improved minority class recognition but did not
surpass the performance of RF or SVM. The SVM model, with its optimal hyperplane and RBF kernel, shows strong
capabilities in handling complex nonlinear decision boundaries but faces computational challenges on large-scale data.

Overall, our research confirms the effectiveness of machine learning in high-risk identification within enterprise
auditing. We recommend adopting Random Forest as the core model, supported by feature engineering and real-
time monitoring mechanisms, to build intelligent audit and financial risk control systems that support compliance and
operational transparency.

Despite the important findings, this study has some limitations, such as its reliance on structured and static variables
and its lack of integration with external contextual data. The dataset, while comprehensive and sourced from reputable
institutions, does not capture the dynamic semantic context of financial behavior—such as textual nuances in audit reports
or evolving market sentiments—which could provide deeper insight into risk patterns. Additionally, the study does not
account for external macroeconomic factors like industry policy shifts or market volatility, which may influence audit
outcomes and financial risk independently of internal audit metrics.

Future research could further explore multimodal approaches that incorporate unstructured data, such as audit
narratives, public sentiment, or news analytics, to enhance model interpretability and prediction accuracy. Moreover, the
application of advanced deep learning techniques—such as Graph Neural Networks (GNNs) to model interdependencies
among audit indicators, or federated learning to enable secure cross-organizational collaboration—could significantly
enhance scalability, privacy preservation, and generalizability of financial risk assessment models. These directions will

support the evolution of truly intelligent, adaptive audit systems in complex enterprise environments.
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Abstract: Integrated sensing and communication (ISAC) technology for multi-base station collaborative target sensing has
become a research hotspot due to its advantages in scenarios like the low-altitude economy and intelligent transgportation.
This paper reviews the key technologies and applications of multi-base station ISAC collaborative sensing. First, the research
background and significance are presented. It is pointed out that the development of the low-altitude economy imposes
requirements of high precision, wide coverage, and real-time performance on wireless sensing technologies. Next, the domestic
and international research status is analyzed, covering the development of single-base station ISAC technology, the system
architecture of multi-base station collaborative sensing, and representative technologies. The existing technical challenges are
also pointed out. Then, the models and basic theories of multi-base station ISAC systems are elaborated, including system
architecture, physical models of target perception, and performance evaluation indicator systems. On this basis, technologies
such as signal-level collaboration, data-level fusion, and symbol-level fusion strategy are discussed in detail. Finally, typical
application scenarios and system implementation are analyzed, such as UAV tracking in the low-altitude economy and vehicle-
infrastructure collaboration in intelligent transportation. The current technical challenges and future research directions are also
summarized.
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1. Introduction

As an emerging economic form, the low-altitude economy, relying on application scenarios such as UAV logistics and
urban air mobility, is promoting the intelligent utilization of urban spatial resources and service model innovation'"’.
However, requirements such as dense UAV operations and dynamic target monitoring impose strict demands for high
precision, wide coverage, and real-time performance on wireless sensing technologies. Traditional single-base station
sensing is limited by line-of-sight (LoS) propagation and signal attenuation, making it difficult to meet the multi-target
collaborative monitoring needs in complex urban environments. ISAC technology achieves symbiotic multiplexing of
communication and sensing functions through deep integration of hardware and resources, providing a solution for low-
altitude economic scenarios that balances spectral efficiency and sensing accuracy™. The multi-base station collaborative
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sensing architecture, through signal fusion of distributed nodes, can break through the sensing range limitations of single
base stations, demonstrating significant advantages in improving target positioning accuracy and enhancing robustness
in non-line-of-sight (NLoS) scenarios'*®. Such technological breakthroughs provide key support for applications like
intelligent traffic management and emergency monitoring, becoming one of the core development directions for 6G and
future wireless systems.

Single-base station ISAC technology has evolved from early waveform design to the stage of joint resource
optimization. However, constrained by physical aperture and signal power, its sensing range and resolution face obvious
bottlenecks in complex scenarios”*. Multi-base station collaborative sensing has gradually become the mainstream
technical path to break through this bottleneck through spatial diversity and information fusion. In terms of system
architecture, centralized fusion centers achieve high-precision joint processing through real-time data interaction but
face bandwidth pressure on backhaul links; distributed architectures rely on edge computing capabilities to reduce
communication overhead but suffer from cumulative synchronization errors'™'”. Representative technologies include:
a two-stage parameter estimation framework based on Maximum Likelihood (ML)"), which improves positioning
accuracy through far-field hypothesis initialization and near-field fine estimation; a multi-target tracking method based
on Joint Probability Data Association (JPDA) and Extended Kalman Filter (EKF)", which effectively solves the
trajectory association problem for distributed nodes; sensing enhancement technologies using Reconfigurable Intelligent
Surfaces (RIS) to reconstruct NLoS channels™; and the coexisting waveform design for distributed MIMO radar and
communication proposed in Reference!"!, which achieves improved resource utilization. Nevertheless, existing studies still
face technical challenges in aspects such as multi-base station time-frequency synchronization accuracy, heterogeneous

[5,12 [13]

node collaboration efficiency, and dynamic scene adaptability''?. Reference "* points out that phase ambiguity in

NLoS scenarios leads to reduced accuracy of traditional synchronization algorithms, while the ISAC topology switching

. . 14
mechanism proposed in Reference !'*!

provides a new approach for dynamic scene adaptation.

This review focuses on the technological evolution and application practices in the field of multi-base station ISAC
collaborative sensing. It starts from near-field/far-field propagation models, analyzes the theoretical foundations and
performance boundaries of multi-base station collaborative sensing, and then integrates representative technical paths such
as distributed beamforming, time-frequency synchronization, and super-resolution estimation around dimensions including
signal processing, data fusion, and scene adaptation. By summarizing technical adaptation schemes in typical application
scenarios, it expounds on the common challenges of current technologies in terms of synchronization accuracy and

computational complexity.

2. System Models and Fundamental Theories

2.1. Multi-Base Station ISAC System Architecture

The multi-base station ISAC system typically employs a distributed multiple-input multiple-output (MIMO) array
architecture. At the hardware level, hybrid digital-analog beamforming is commonly used to balance performance and cost
overhead'"”). The system signal model is based on orthogonal frequency division multiplexing (OFDM) as a typical carrier,
and the coexistence of communication and sensing functions is achieved through time-frequency resource allocation. The
subcarrier spacing and symbol duration must satisfy the time-frequency orthogonality constraints **. The collaborative
topology determines the system performance characteristics: The centralized architecture achieves global data fusion
through a central processing unit, which is suitable for high-precision scenarios but is limited by the backhaul link
bandwidth; The distributed architecture relies on edge computing capabilities to reduce communication overhead, but it
faces the problem of cumulative synchronization errors; The hierarchical topology achieves a trade-off between local and
global collaboration through regional cluster head nodes'*'". The mesh topology optimization algorithm proposed in "
further improves the collaborative efficiency of distributed nodes, while the ultra-dense network architecture in " achieves
a balance between sensing coverage and energy consumption by optimizing base station density.

-12-
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2.2. Basic Theory of Target Sensing

The physical model of target sensing is defined by near-field and far-field propagation mechanisms: When the distance
between the target and the base station is less than the Rayleigh distance (D, = 2D*/ A, where D is the array aperture and
A is the wavelength), the electromagnetic wave exhibits spherical wave characteristics, and the array response needs to
consider both angle and distance parameters; Under far-field conditions, it can be simplified to a plane wave model, and
angle estimation becomes the core task!"'”. Multipath effects and NLoS propagation significantly affect sensing accuracy.
Reflection components in urban environments may introduce false targets, and the absence of direct paths in NLoS
scenarios can significantly increase positioning errors™"”. Synchronization error is a key challenge for multi-base station
collaboration. Phase inconsistency caused by clock offset accumulates with distance, and its time-frequency domain
impact can be modeled and analyzed through channel reciprocity™'". Reference "*' further reveals the propagation law
of synchronization error under multipath channels, and the phase calibration method based on reciprocity proposed in !"*

provides theoretical support for NLoS scenarios.

2.3. Performance Evaluation Index System

Localization accuracy is usually quantified by the Cramér-Rao lower bound (CRLB) and the root mean square error
(RMSE). The former characterizes the theoretical limit of unbiased estimation, while the latter evaluates the actual
algorithm performance through statistical simulation™". Detection probability and false alarm probability measure target
identification capability, while computational complexity and communication overhead are key constraints for system
engineering implementation. The computational complexity of centralized processing increases cubically with the number
of base stations, while distributed algorithms reduce overhead through local processing™'*'. Multi-target resolution capability
needs to meet the spatial resolution criterion, and anti-interference performance is assessed through indicators such as the
SINR. These parameters together form the theoretical performance boundary of the multi-base station ISAC system'**”.
The joint communication-sensing performance trade-off model proposed in*" provides a quantitative framework for index

[22]

optimization, while the energy-efficient perception index system in ' expands the traditional evaluation dimension.

3. Multi-Station Collaborative Target Sensing Technology

3.1. Signal-Level Collaborative Sensing Method

Signal-level collaborative sensing takes physical-layer signal processing as the core, achieving sensing performance
improvement through distributed waveform design and joint parameter estimation of multiple base stations. The distributed
beamforming technology realizes energy focusing by optimizing array weights, and its theoretical foundation includes
a two-stage estimation framework based on Maximum Likelihood (ML). In the first stage, initial target parameters are
obtained under the far-field assumption. If the target is detected to be in the near field, the framework switches to a
spherical wave model for fine estimation, which reduces array response mismatch errors in near-field scenarios through
model adaptation'". The codebook design for near-field beam focusing must meet the constant-gain coverage requirement,
realizing uniform energy radiation by optimizing the amplitude-phase distribution in the target area. Mathematically, this
can be reduced to a constrained least-squares problem, often solved by methods such as semidefinite relaxation'”. The
super-resolution synchronization algorithm proposed in Reference ™ achieves nanosecond-level offset estimation in
low signal-to-noise ratio scenarios, while the joint time-frequency synchronization and target localization framework in
Reference ** further improves collaboration efficiency.

3.2. Data-Level Fusion Sensing Strategy

Data-level fusion enhances sensing robustness through cross-base station information integration, with its technical system
covering state-space modeling and multi-source information association. The Joint Probabilistic Data Association (JPDA)
and Extended Kalman Filter (EKF) form a classic framework for multi-target tracking. JPDA solves the data association
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ambiguity by constructing a measurement-target association probability matrix, while EKF uses the state-space model
to realize recursive estimation of target trajectories. Their combination effectively reduces the probability of trajectory
fragmentation in dense target scenarios™'*. The matrix pencil (MP)-based super-resolution estimation models signals as
superpositions of exponential signals, achieving parameter extraction through constructing Hankel matrices and eigenvalue

decomposition. This method exhibits higher resolution than FFT-class methods in low signal-to-noise ratio scenarios'”.

3.3. Symbol-Level Fusion Strategy

The symbol-level fusion strategy achieves high-precision positioning by leveraging the phase characteristics of
communication signals, with its theoretical basis lying in that the range-Doppler information carried by OFDM symbols
can be extracted through phase decoupling. Specifically, symbol-level processing avoids information loss in parameter
estimation by preserving carrier phase information, improving positioning accuracy by 10%-30% compared to decision-
level fusion (which only uses classification results)'®. The performance boundary of data-level fusion is defined by
information entropy theory: when the mutual information of data between base stations exceeds a threshold, the fusion
gain grows logarithmically with the number of nodes, a characteristic that provides a theoretical basis for node scale design

in distributed fusion architectures™®’.

4. Typical Application Scenarios and System Implementation
4.1. Low-Altitude Economy and UAV Tracking

The low-altitude economy scenario imposes high-precision requirements on real-time positioning and trajectory
monitoring of UAVs. A multi-base station ISAC system achieves wide-area coverage and dynamic target tracking through
distributed collaborative sensing. The system architecture typically adopts a hierarchical deployment model: the edge layer
consists of a sensing network formed by multiple base stations, while the central layer realizes global trajectory association
through a fusion center. Its theoretical foundation lies in the state-space model based on Kalman filtering and geometric

415 Dynamic topology management technology predicts and switches the combination of primary

positioning principles
and auxiliary base stations according to UAV movement trajectories, optimizing sensing performance by maximizing the
Geometric Dilution of Precision (GDOP). Mathematically, this essence represents an optimal configuration problem for
time-varying observation matrices'*. The time-division multiplexing mechanism of communication and sensing resources
employs dynamic frame structure design, maintaining sensing update rates while ensuring communication link throughput.
This is theoretically supported by a resource utility maximization model based on the Lagrange multiplier method"'”. The
UAV-assisted ISAC network deployment scheme proposed in Reference *' expands the sensing coverage of traditional
ground base stations through dynamic UAV base station movement to fill blind spots, while the multi-UAV collaborative

24 . o . .
4 enhances target resolution capability in dense scenarios.

tracking algorithm in Reference
4.2. Intelligent Transportation and Vehicle-Road Collaboration

Multi-base station ISAC technology in intelligent transportation systems aims to achieve vehicle positioning, trajectory
prediction, and traffic situation awareness, with its system architecture following a three-layer collaborative framework of
vehicle-road-cloud. Roadside base stations simultaneously carry communication data and sensing signals through MIMO-
OFDM waveforms, realizing centimeter-level estimation of vehicle positions using symbol-level phase information.
The technical core is joint range-Doppler estimation based on OFDM time-frequency domain characteristics'®'*. The
vehicle-road collaboration protocol adopts a hybrid data fusion strategy: edge-layer base stations perform local parameter
estimation to reduce backhaul bandwidth requirements, while the central layer achieves multi-vehicle trajectory association
through distributed Kalman filtering. This architecture can control positioning delay within 50 ms in high-dynamic
scenarios”™. Anti-multipath interference technology distinguishes direct and reflected path signals through environment

map-assisted multipath identification algorithms, theoretically founded on signal feature classification models based
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on clustering analysis™"”. The vehicle-road collaborative sensing protocol based on 5G-V2X proposed in Reference **

realizes joint processing of communication and radar signals, while the multi-base station collaborative speed measurement

algorithm in Reference ' improves vehicle speed estimation accuracy in highway scenarios.

5. Technical Challenges and Development Trends
5.1. Key Technical Challenges

Multi-base station ISAC collaborative sensing faces multiple technical bottlenecks in both theoretical and engineering
implementations. In terms of synchronization accuracy, clock offsets and carrier frequency offsets between distributed
nodes introduce phase inconsistency, whose time-frequency domain effects accumulate with distance. When the clock
deviation between base stations reaches 1 ns, the positioning error of a target at 200 m can exceed 1 m"™'". Although
existing air-interface synchronization technologies can achieve nanosecond-level offset estimation through channel
reciprocity, the phase ambiguity problem caused by multipath signals in NLoS scenarios remains unsolved, essentially
an underdetermined problem of time-frequency domain observation equations’”’. Computational complexity and
communication overhead constitute dual constraints for system implementation: the calculation amount of centralized
fusion grows cubically with the number of base stations, while the consistency protocol of distributed algorithms
introduces additional communication overhead. This “accuracy-efficiency” trade-off is particularly prominent in large-
scale networks™!.

In NLoS and multi-target interference scenarios, the uncertainty of signal propagation models significantly reduces
sensing robustness. Multipath reflections in urban environments lead to false target misjudgments, while the absence of
direct paths in NLoS scenarios increases positioning errors by over 50%"'"". Existing RIS (Reconfigurable Intelligent
Surface)-assisted methods can reconstruct line-of-sight links, but optimizing the phase control matrix is essentially a high-
dimensional non-convex problem, with the computational complexity of its optimal solution increasing exponentially
with the array scale””. Multi-target interference manifests as parameter estimation ambiguity caused by signal subspace
overlap. Traditional super-resolution algorithms struggle to effectively resolve targets when the spacing is less than half a

wavelength, with their theoretical limits jointly determined by array aperture and signal bandwidth'"'".

5.2. Future Research Directions

Future technological evolution will focus on improving sensing performance and scene adaptation. The deep integration
of artificial intelligence and signal processing is a core development direction. An end-to-end sensing framework based on
deep neural networks can automatically learn the spatio-temporal features of multi-base station signals, achieving adaptive
resource allocation and parameter estimation in dynamic scenarios. Its theoretical foundation lies in the application
of representation learning and reinforcement learning in unstructured signal processing!”. Heterogeneous network
collaborative sensing architectures construct multi-layered sensing networks by fusing cellular base stations, UAV nodes,
and intelligent surfaces. The key lies in cross-standard node spatio-temporal registration and data fusion models, which can
effectively solve coverage blind spots in complex environments such as urban canyons'"”.

From an engineering application perspective, the standardization of multi-base station ISAC systems needs to address
hardware heterogeneity and protocol compatibility. The introduction of an open intelligent wireless architecture (O-RAN)
enables software-defined sensing functions. Through a hybrid computing architecture of general-purpose processing
units (GPUs) and field-programmable gate arrays (FPGAs), it dynamically adapts to sensing requirements in different
scenarios*. Security and privacy protection technologies require collaborative design at both the physical and protocol
layers. For example, physical layer security-based sensing signal encryption and federated learning framework-based
distributed feature extraction can meet data privacy requirements while ensuring sensing accuracy">'*. Breakthroughs in
these technical directions will promote the transition of ISAC from theory to large-scale application, providing underlying
technical support for scenarios such as low-altitude economy and intelligent transportation.
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6. Summary and Outlook

The collaborative sensing technology of multi-base station ISAC breaks through the limitations of single-base station
sensing in terms of range, accuracy, and robustness through distributed signal processing and resource fusion, providing
technical solutions integrating communication and sensing functions for scenarios such as intelligent transportation and
low-altitude economy. Theoretically, its performance is constrained by factors including near /far field propagation models,
multipath effects, and time-frequency synchronization accuracy. The technical system covers signal-level collaboration,
data-level fusion, and scene-adaptive strategies. Existing research has made systematic progress in parameter estimation
frameworks, dynamic topology optimization, NLoS scene adaptation, etc., achieving significant improvements in
positioning and velocity estimation accuracy in complex environments.

Current technologies still face challenges in synchronization accuracy, computational complexity, and multi-target
interference. Future development will focus on quantum synchronization technology, Al-driven intelligent processing,
and heterogeneous network integration. Through theoretical breakthroughs and engineering innovations, it will promote
the large-scale application of ISAC technology in 6G and future wireless systems, and build a technical foundation for

communication-sensing-control integration in smart city and other scenarios.
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Abstract: Integrated sensing and communication (ISAC) for unmanned aerial vehicle (UAV) swarms, as a core technology of
6G space-air-ground integrated networks, significantly enhances the system efficiency of low-altitude economic and military
applications by integrating sensing and communication functions. This paper studies the current status and future challenges
of ISAC for UAV swarms from three aspects: physical layer transmission, beamforming and networking, and multi-task joint
scheduling. In the future, it is necessary to deeply integrate estimation theory, optimization algorithms, and Al methods to break
through the bottlenecks of physical layer dynamic modeling, intelligent networking, and joint sensing and communication
scheduling for swarm ISAC, and promote the systematic implementation of low-altitude economic and defense applications.
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1. Review of ISAC Physical Layer transmission in UAV Swarms

6G wireless communication and wireless sensing show more and more similarities in system design, signal processing and
data processing. The development of technologies such as massive antennas, high bandwidth and artificial intelligence
further promotes the integration of sensing and communication, making ISAC one of the dominant trends in 6G. Many
studies have conducted preliminary research on the physical layer design of ISAC, and many domestic and foreign
institutions have also released white papers on 6G and the integration of sensing and communication. The China Academy
of Information and Communications Technology studied the vision, requirements, application scenarios and technical
challenges of ISAC, while Huawei studied the driving forces and development trends of ISAC . References ' pointed
out that sensing introduces different performance metrics from traditional communication and requires the design of new
physical layer transport technologies to explore the optimal performance boundaries and trade-offs between sensing and
communication functions. For radar sensing and communication integration, reference ' presented a waveform design
and performance analysis method for sensing and communication integration, using the waiting time slot of pulsed
radar to transmit communication signals, using full-duplex transmission to increase communication rate, and designing
indicators such as detection probability and fuzzy function to analyze system performance. Reference ' presented a 6D
parameter estimation method for single-base station sensing and communication integration, which uses a high-resolution
estimation algorithm to achieve precise estimation of sensing parameters. In addition, some scholars conducted research

on joint signal models of radar sensing and communication based on fixed base stations, theoretical evaluation criteria
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and performance limits of integrated communication sensing, joint communication sensing beamforming, integrated
waveforms and resource allocation, etc %,

UAVs are an important platform for the realization of 6G sensing and communication integration technology and
an important part of the future low-altitude economy. However, ISAC for UAV swarms is still in the exploratory stage,
and there is currently a lack of literature on integrating UAV swarm platform ISAC design. In terms of the overall design
of ISAC for UAV swarms, reference "*' pointed out that UAVs fit integrated sensing and communication applications,
and explores the challenges and future development directions of ISAC for UAV swarms. In terms of physical layer
design, reference ' presented a frame structure for the fusion transmission of UAV sensing and communication signals

to improve the efficiency of UAV sensing and communication information transmission. Reference !

presented a joint
design method for UAV sensing and communication, which improves radar target sensing accuracy by extending Kalman
filtering. To address the complexity of obtaining ISAC channel information for UAV, reference '* presented a conditional
channel estimation and sensing method for massive millimeter-wave antenna arrays of UAVs, using compressive sensing
technology to reduce pilot overhead under ISAC. Reference !'” further analyzed the impact of UAV attitude changes on the
integrated sensing and communication channel. Meanwhile, with the rapid development of artificial intelligence, literature
U investigated the application of large language models in UAV swarm communication and proposed a UAV sensing and
communication method based on multi-objective evolutionary algorithms. The applicant also conducted a preliminary
study on the ISAC of UAV and proposed a method for estimating target parameters under interference conditions to
improve the spectral efficiency of the system through sensing and communication joint design.

As can be seen from the above, the current research mainly focuses on the design of single ISAC for UAV swarms,
and the physical layer design of ISAC for UAV swarms is still in the initial exploration stage. At present, most studies have
not fully considered the impact of the dynamics of UAV on sensing and communication, and have not fully exploited the
characteristics of UAV platforms such as flexible deployment and a wide variety of sensors to assist system design. The
implementation of ISAC for UAV swarms is based on the establishment of smooth sensing and communication links, and
research on the physical layer technology faces technical challenges from multiple aspects and levels.

To this end, it is necessary to fit the characteristics of ISAC for UAV swarms, further integrate various sensor
information of the ISAC for UAV swarms platform in a more intensive and efficient manner, and design ISAC
transmission signals, channel modeling methods, parameter estimation methods, and cooperative transmission methods,
etc., to achieve deep integration of UAV swarm sensing and communication.

2. Review of research on beamforming and networking of ISAC for UAV swarms
The key to achieving the ISAC platform for UAV swarms is the efficient networking and coverage of UAVs. For

this reason, scholars at home and abroad have conducted research on beamforming, networking, etc. Reference !”
optimized the beamforming design with the average mutual interference and communication capacity of the system as
the optimization objective and developed a cooperative networking method for unmanned aerial vehicles. However, this
method fails to take into account the fusion design of sensing and communication functions, thus failing to leverage the
[20]

advantages of ISAC. Reference ™ evaluated the probability of interruption at the communication end and the probability
of discovery at the sensing end by using communication base stations in conjunction with radar sensing networking.
Reference ' presented a new integrated sensing and communication air division multiple access networking technology
and designs a new sensing and communication transmission signal. Reference * presented an ISAC networking mode for
unmanned aerial vehicles based on periodic functions, sensing and communicating in time slots, reducing system overhead
and complexity. Reference ! presented an integrated method for UAV sensing and communication in eavesdropping
scenarios, which improves communication rate by optimizing UAV position, power, and user association.

However, references °**! did not take into account the impact of high dynamics of UAV swarms on beamforming
and networking. Existing information transmission, beamforming and tracking methods based on pure communication

protocols have high time-frequency resource overhead, high delay, low robustness, high probability of sensing failure and
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communication interruption, and cannot meet the requirements of high-precision sensing and high-rate communication for
ISAC systems of unmanned aerial vehicle swarms. And most of the existing ISAC systems for UAV swarms are based on
traditional communication networking methods and do not consider networking designs suitable for dynamic applications
of UAV swarms. In the future 6G air-space-ground integrated network, the ISAC platform for UAV swarms is an important
complement to the ground fixed ISAC base stations, especially in hotspots and areas affected by natural disasters, where
the support of UAV base stations is playing an increasingly strong role. The combined networking of UAV base station
swarms and ground base stations will significantly enhance sensing and communication performance.

To this end, in the ISAC for UAV swarms scenario, the impact of UAV swarm navigation, attitude changes, formation
topology, etc. on sensing and communication needs to be considered, and the beamforming design needs to be optimized
to improve sensing and communication efficiency. On this basis, design sensing-assisted communication signal processing
methods, utilize the rich sensing information of the on-board sensors of the UAV swarm, the huge spatial gain of the high-
frequency large-scale antenna array, and the flexible deployment of the UAV swarms design Angle domain beamforming
and networking methods, perceive the properties and state changes of the environment in real time, and improve the
robustness of the ISAC networking of the UAV swarm.

3. Review of multi-task joint scheduling of ISAC for UAV swarms

The multi-task scheduling of sensing and communication for the ISAC system of UAV swarm can provide reference value
for actual deployment. On this basis, efficient resource allocation can improve the sensing and communication performance
while meeting the requirements of communication or sensing. For this purpose, some scholars have studied the sensing and
communication multi-task scheduling and resource allocation of ISAC for UAV swarms. In response to the coupling problem
of UAV motion state and beamforming, reference ' proposed a joint optimization design method of motion state and beam
for the integrated sensing and communication system of a single UAV, decomposing the transmitted signal into two parts:
information transmission and target sensing, and improving task efficiency by optimizing resources such as position and
transmission power. To enhance the sensing and communication performance of the ISAC system simultaneously, reference
P31 designed a resource allocation algorithm that maximizes the throughput at the communication end while ensuring the
signal-to-interference-to-noise ratio of radar reception. For the problem of resource allocation in single-task scenarios,
reference ** presents a method for resource allocation and performance evaluation of 5G millimeter-wave unmanned systems,
jointly designing dynamic frame structures to reduce transmission delay, and reference ' presented a method for power
allocation and performance analysis of integrated sensing and communication systems, improving the spectral efficiency of
unmanned aircraft through non-orthogonal multiple access transmission. System performance is evaluated using performance
index functions such as detection probability and system capacity. Reference **' presented a resource allocation scheme for
UAV swarms based on multi-agent reinforcement learning. The UAV swarm is equipped with a single antenna to complete
the sensing and communication function, and the sensing efficiency and communication rate are improved by optimizing
the resource allocation.

However, most of the above-mentioned literature only studied the ISAC communication or sensing resource
allocation of single-order unmanned aerial vehicles in a single scenario, without considering the joint design of sensing and
communication multi-task planning and resource allocation in the case of unmanned aerial vehicle swarm collaboration.
Moreover, in the ISAC network of UAV swarms, various sensing and communication tasks coexist, and multiple users and
multiple targets are present simultaneously, which increases the difficulty of joint design and scheduling of ISAC for UAV
swarms. How to achieve optimal joint scheduling of sensing and communication tasks under multi-user and multi-target
sensing and communication interference is an urgent problem to be studied ***"

To this end, a collaborative sensing and communication task planning and resource scheduling method for ISAC
for UAV swarms should be designed, taking into account factors such as system energy efficiency, spectral efficiency,
communication transmission rate, and sensing detection accuracy, in response to the sensing and communication task
requirements of ISAC for UAV swarms.
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4. Conclusion

To sum up, the research on ISAC technology for UAV swarms is still in the exploratory stage, and many issues remain to
be further studied. The integration of “high frequency bands, large bandwidth, massive antenna arrays, and multi-source
sensors” in UAV swarms, which leverages their respective advantages through ISAC architecture integration and swarm
collaboration, also brings many challenges. To this end, there is an urgent need to explore key technologies such as ISAC
physical layer design, collaborative networking, and joint sensing and communication task scheduling for UAV swarms, to
reveal the essence of ISAC for UAV swarms, and to achieve mutual benefit of sensing and communication functions under
the UAV swarm platform.

The modern signal processing methods such as estimation theory, optimization theory, control theory and artificial
intelligence can be comprehensively exploited to solve the theoretical problems of ISAC for UAV swarms, and promote
the development of ISAC for UAV swarms and military and civilian applications such as low-altitude economy and swarm
combat.
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Abstract: With the rapid growth of electronic product manufacturing, enterprises increasingly face challenges in balancing
product quality and cost control across multi-stage production processes. Key decisions—such as whether to inspect or
disassemble spare parts, semi-finished, and finished goods—are interrelated and significantly influence efficiency and quality.
To address this, we propose an Intelligent Decision Optimization System for Electronic Product Manufacturing Based on Cloud
Computing. Leveraging the scalability and processing power of cloud platforms, the system integrates simulation-based machine
learning to optimize inspection and disassembly strategies. Using real production data from a Shenzhen-based electronics
manufacturer (2011-2014), which includes detailed records of defect rates, production volumes, costs, and inspection actions,
we simulate workflows and construct a cost analysis model. Results reveal that the optimal strategy is to inspect all spare parts
while omitting inspection and disassembly for later stages, minimizing overall cost while maintaining stability. This research
highlights the value of intelligent information systems in modern manufacturing and offers a foundation for future exploration of
deep learning and multi-objective optimization in quality-cost decision-making.
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1. Introduction

Amid accelerating global digitalization, electronic products have become indispensable to modern life, fueling rapid
growth in the electronic manufacturing industry. From smartphones and laptops to smart appliances and wearable devices,
rising consumer expectations for quality and performance are driving demand, while also posing increasing challenges in
cost control and product quality assurance. Manufacturing electronic products involves complex procedures and numerous
precision components, where minor defects can escalate into full product failure. Even with thorough inspections, issues
during assembly, environmental interference, or human error may still produce non-conforming items .

Manufacturers must make a series of interrelated decisions: whether to inspect or rework spare parts, semi-finished

products, or final goods, and how to manage defect recovery and after-sales returns. These decisions directly affect quality
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outcomes, production costs, and profitability. To meet these challenges, building a data-driven intelligent decision-making
system is increasingly essential. Traditional manual experience-based decision-making falls short in handling high-
frequency, high-dimensional production scenarios. In contrast, intelligent systems can integrate production data, quality
indicators, and market feedback to support dynamic decision-making through modeling and optimization algorithms.

Cloud computing has emerged as a powerful enabler of enterprise-level intelligent decision systems . Its capabilities
in parallel processing, large-scale storage, real-time analytics, and flexible deployment allow manufacturers to overcome
computational bottlenecks. Cloud-based systems also integrate seamlessly with core platforms such as MES and ERP,
supporting resource coordination and decision automation.

To address these issues, this paper proposes an Intelligent Decision Optimization System for Electronic Product
Manufacturing Based on Cloud Computing. The system focuses on optimizing inspection and disassembly strategies at
various stages of the production process. The study uses real production data (2011-2014) from a Shenzhen electronics
manufacturer, covering inspections, defect rates, costs, and disassembly records. The dataset’s rich structure supports
robust modeling and offers practical insights for optimizing quality and cost trade-offs in electronic product manufacturing.

2. Literature Review

In the field of electronic product manufacturing, decision optimization plays a vital role in controlling costs and ensuring
product quality. Nelson ! conducted an in-depth analysis of testing procedures and cost structures, offering a theoretical
foundation for optimizing testing strategies to reduce expenses while enhancing quality assurance. Similarly, Korshunov
and Petrushevskaya ¥ developed models that correlate production stages with product quality, thereby providing technical
tools to improve quality control in digital manufacturing environments.

Meiser and Nowak ™ ® investigated testing and certification processes in the context of new product development, using
case studies to provide practical guidance. Their work supports enterprises in reducing development risks and improving the
market competitiveness of electronic products by implementing effective testing and certification protocols at early stages.

Beyond manufacturing, decision-making models in related domains offer relevant insights. Yoo S.-Keun et al. "
developed a cloud computing adoption decision model using AHP and Delphi analysis. They identified key decision
factors—such as top management support and competitive pressure—as crucial to adoption outcomes, and highlighted
differences in priority between adopters and providers. In a similar context, Wu et al. *' examined cloud adoption
determinants in Chinese e-government departments. Their structural equation modeling revealed varying drivers across
cloud service models and emphasized the influence of cultural factors such as managerial authority.

Collectively, these studies provide robust theoretical and practical frameworks for manufacturing decision-making.
However, limitations remain—particularly in comprehensively integrating multiple dynamic factors and adapting to real-
time market fluctuations. Building on this foundation, the present study aims to further explore decision optimization in
electronic product manufacturing, with a specific focus on the integrated impact of inspection and disassembly strategies
for spare parts, semi-finished, and finished products on cost efficiency and quality assurance, thereby offering enterprises

more practical and adaptive optimization solutions.

3. Research hypothesis and model establishment

3.1. Research hypothesis and model establishment

In this study, several assumptions are made to ensure the accuracy and feasibility of the decision optimization model in
electronic product manufacturing. First, the defective rate of spare parts is assumed to follow a binomial distribution,
with the sampling process being random and each spare part having an equal probability of being selected ', It is further
assumed that all testing procedures are perfectly accurate, meaning there are no errors or missed inspections. If dismantled
spare parts have not been previously tested, they will undergo inspection before reuse, and any newly identified defective
parts will always be replaced with newly tested components. The enterprise aims to produce 500 qualified finished
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products for market entry. It is also assumed that dismantling semi-finished products does not damage the individual spare
parts, and the production process can be repeated without loss. Additionally, the market is assumed to automatically inspect
finished products upon entry. Any unqualified finished products are returned, resulting in exchange-related losses. In this
context, the marketys defect judgment follows a Beta distribution, while the number of defective products identified during
market sampling is expected to follow a binomial distribution”. These assumptions provide the statistical and operational
basis for the subsequent decision-making model and cost-benefit analysis.

3.2. Data processing and simulation of production process

The dataset used in this study originates from a Shenzhen-based electronic manufacturing enterprise and spans four years
(2011-2014), covering real-world data from component to final product stages. It includes information on inspections,
disassembly activities, defect rates, production costs, volumes, unit prices, and inspection fees. To ensure data quality,
missing values (e.g., -99) were removed, and relevant fields were standardized and semantically restructured, resulting in
a highly discriminative feature matrix suitable for intelligent decision modeling. In simulation, production parameters—
including defect rates, prices, and inspection costs—are organized into a data dictionary. The process models production
cycles: purchasing spare parts, deciding inspection points, assembling into semi-finished and finished products, and
applying disassembly or discard strategies. Each cycle continues until 500 qualified units are produced, incorporating
disassembly and exchange losses into total cost. This framework enables the evaluation of various decision strategies,
offering practical insights into optimizing cost-efficiency and quality control in electronic manufacturing.

3.3. Cost Model and Theoretical Analysis

According to the simulated production process, the cost model is established, and the cost is calculated as follows
all _cost=s,+s.+s,+s,+s,

Among them, is the total inspection cost, is the total purchase cost, is the total assembly cost, is the total exchange loss
and is the total disassembly cost.

In order to find the optimal strategy, we traverse all possible production strategies and calculate the total cost under
each strategy. The concrete steps are as follows

Define strategy space: production strategies include inspection and disassembly decisions of spare parts, semi-finished
products and finished products. Calculate the total cost: for each strategy, the total cost under each strategy is calculated
according to the cost model by simulating the process of producing 500 qualified finished products.

Compare total cost: compare the total cost of all strategies and find the strategy with the smallest total cost.

The goal of this paper is to find an optimal strategy and find the optimal decision-making scheme by minimizing the
total cost, so the objective function is:

minall cost

The established model requires that at least 500 qualified finished products must be produced, and the constraint
conditions for the number of qualified finished products are:

num, =500
For the disassembly of finished products and semi-finished products, they must be inspected and found to be
unqualified before disassembly. The constraint conditions of semi-finished products and finished products on the

inspection and disassembly sequence are as follows:
Dis _sub, <Insp _sub; (vj=1,2,3)

Dis prod < Insp _ prod
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Where, indicates whether the first semi-finished product is inspected, and the value is 0 or 1, which indicates whether
the first semi-finished product is disassembled, and the value is 0 or 1. indicates whether the finished product is inspected,
and the value is 0 or 1, indicating whether the finished product is disassembled, and the value is 0 or 1.

3.4. Design of Enterprise Production Decision Cloud Platform

To support intelligent decision-making and optimization tasks in the electronic product manufacturing process, this study
builds a comprehensive system architecture based on cloud computing. The platform encompasses the full lifecycle
from data acquisition, preprocessing, analysis, to decision optimization. It features high availability, scalability, and fault
tolerance, making it suitable for complex, multi-stage, and concurrent industrial environments. The system design is
structured around the following five key technical components:

3.4.1. System Requirement Analysis

At the outset, we conducted an in-depth analysis of the decision-making scenarios in the enterpriseys electronic component
manufacturing process. The primary system requirements include: (1) support for large-scale historical production data
storage and high-speed querying; (2) the ability to simulate complex, multi-stage strategy combinations and compute
associated costs; and (3) interactive and visual feedback mechanisms for optimization results. Furthermore, given the real-
time nature of production, the system must support high concurrency and rapid strategy response.

3.4.2. High System Reliability

To ensure reliable operation in industrial applications, the platform adopts multi-level redundancy mechanisms and disaster
recovery design. All core computing services are deployed using container orchestration technologies (e.g., Kubernetes
+ Docker "), supporting auto-failover and load balancing. Intermediate results during decision processing are stored in
object storage services (e.g., OSS) and distributed databases (e.g., HBase !'”) to ensure high data availability. A cloud-
based monitoring system (e.g., Prometheus + Grafana "*') tracks resource usage, system latency, and task statuses in real

time, ensuring stable execution of decision workflows.

3.4.3. System Architecture Design
The platform adopts a layered system architecture, structured into five main layers:

Data Layer: Utilizes cloud-based data lake technologies to integrate heterogeneous production data, supporting
unified modeling and standardized preprocessing for spare parts, semi-finished, and finished products.

Service Layer: Encapsulates modular services including cost modeling, strategy simulation, and algorithm scheduling.
Services are deployed via microservice architecture to facilitate scalability and maintenance.

Computing Layer: Leverages distributed computing frameworks such as Spark and Flink to execute large-scale
simulations and machine learning tasks in parallel, significantly enhancing computational efficiency.

Interface Layer: Provides RESTful " APIs for integration with enterprise systems like ERP and MES, enabling real-
time bidirectional data flow and system interoperability.

Presentation Layer: Offers web-based dashboards (e.g., built with ECharts "*') for visualizing simulation results,

optimal strategies, and sensitivity analyses, enabling interactive decision-making by managers.

3.4.4. System Function Analysis
The core functionality of the platform is divided into four modules:

Strategy Modeling Module: Allows users to define inspection/disassembly strategies at each production stage, set cost
functions, and specify optimization objectives.

Simulation & Optimization Module: Executes batch simulations of production flows based on input strategy sets,
evaluating economic outcomes under different defect rate conditions.

26-



2025 Volume 3, Tssue 1

Algorithm Management Module: Integrates various optimization algorithms (e.g., simulated annealing, genetic
algorithms, reinforcement learning), enabling algorithm tuning and parameter management.

Decision Support Module: Generates real-time optimization reports using evaluation metrics such as F1 Score,
Precision, and Recall, assisting enterprises in making comprehensive and data-informed decisions.

3.4.5. Cloud Platform Organization Structure
The platform’s organizational structure is designed according to user roles and functional layers, ensuring secure, efficient,
and coordinated operations:

Platform Administration Role: Oversees resource allocation, access control, system security policies, and maintenance
of containerized environments.

Data Engineering Role: Manages data ingestion, preprocessing, storage, and quality assurance to ensure reliable input
for analysis.

Modeling & Analysis Role: Composed of algorithm engineers and domain experts responsible for model construction,
strategy evaluation, and large-scale simulation.

Business Decision Role: Targeted at enterprise managers and quality control personnel who interpret results through
visual interfaces and participate in strategic decision-making.

Interface Integration Role: Provides API-based integration with ERP, MES, and other business systems to synchronize
production plans, order data, and inspection information, thereby establishing a closed-loop intelligent decision framework.

4. Model analysis

According to the calculation results of the established model, combined with the contents in Table 1, it can be known that
the strategy with the lowest total cost is that all spare parts 1-8 are inspected, semi-finished products 1-3 are not inspected
or disassembled, and finished products are not inspected or disassembled. Under this strategy, enterprises can reduce costs
to the maximum extent while meeting the requirements of producing 500 qualified finished products.

Table 1: Optimal inspection scheme for spare parts

step Whether to detect
Spare parts 1 testing Yes
Spare parts 2 testing Yes
Spare parts 3 testing Yes
Spare parts 4 testing Yes
Spare parts 5 testing Yes
Spare parts 6 testing Yes
Spare parts 7 testing Yes
Spare parts 8 testing Yes
Work in progress 1 test No
Work in progress 2 test No
Work in progress 3 test No
Finished product inspection No
Work in progress 1 Disassembly No
Work in progress 2 Disassembly No
Work in progress 3 Disassembly No
Finished product disassembly No
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By analyzing the cost composition under the optimal strategy, we can determine the proportion of each part of the
cost. In order to complete 500 and 500 finished products, the detailed cost chart is shown in Figure 1. The lowest total
cost is 62,782 yuan, of which the cost of purchasing spare parts is 37,962 yuan, accounting for 60% of the total cost; The
assembly cost is 17,280 yuan, accounting for 28% of the total cost; The cost of testing is 5940 yuan, accounting for 9% of
the total cost; The dismantling cost is 0, accounting for 0% of the total cost; The exchange loss is 1600 yuan, accounting
for 3% of the total cost.

The number of spare parts used
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Figure 1: Cost breakdown and Spare parts demand

Under the optimal strategy, we simulated the production process to analyze the demand for spare parts required to
produce 500 qualified finished products. The simulation revealed the estimated quantities needed for each spare part: spare
part 1 (603 units), part 2 (583), part 3 (596), part 4 (600), part 5 (588), part 6 (603), part 7 (587), and part 8 (592). These
results, illustrated in Figure 12, demonstrate relatively balanced demand across all components and provide a reliable
reference for procurement planning and inventory optimization in electronic product manufacturing.

To assess the model’s stability, spare parts demand was analyzed through multiple simulated production cycles. Each
cycle involved decisions on part usage and reordering based on defect rates and testing strategies. Assembly quality and
costs were evaluated accordingly, incorporating predefined inspection and disassembly strategies. The number of spare
parts used across simulations showed limited variation. As illustrated in Figure 2, the maximum fluctuation for eight spare
parts ranged from 5 to 22 units, with fluctuation rates between 0.8% and 3.5%, all below 5%. These results indicate strong
model stability in spare parts demand across production scenarios.

The number of spare parts used

500 592 592 590 588 sgz 594 591  ggp

Number (FCS)

L]

=
P f f@“"aﬁf &

Spare Parts

Figure 2: Changes in spare parts demand

-28-



2025 Volume 3, Tssue 1

To sum up, by simulating the production process many times, it is observed that the fluctuation of spare parts demand
is small, demonstrating that the model achieve stable performance across multiple simulations.

5. Conclusions and Suggestions

This study presents a cloud-based intelligent decision optimization system tailored for electronic product manufacturing,
focusing on inspection and disassembly strategies across spare parts, semi-finished, and finished goods. Using real-world
production data from 2011-2014 and simulation-based machine learning algorithms, the system builds a comprehensive
cost model and simulates production workflows to identify the most cost-effective strategy. Experimental results show
that inspecting all spare parts while skipping inspection and disassembly for subsequent stages minimizes total costs and
achieves the production target of 500 qualified finished goods. In this optimal configuration, spare part purchase costs
dominate total expenses (~60%), with additional contributions from assembly and inspection. Stability analysis further
confirms low fluctuation in part demand, supporting the model’s reliability for consistent and risk-averse decision-making.

Built on a scalable cloud computing platform, the system benefits from elastic infrastructure, automated workflows,
and integration with enterprise systems (ERP/MES), enabling real-time, data-driven decision-making. This underscores the
value of intelligent information management in enhancing both operational intelligence and production efficiency.

In summary, the proposed system offers a robust strategy for balancing cost and quality in complex manufacturing
processes and serves as a practical tool for digital transformation in the electronics industry. Future research will explore
multi-objective optimization (e.g., cost, lead time, quality), integrate external variables like market volatility and supply
disruptions, and apply advanced methods such as reinforcement learning and graph neural networks to further improve
adaptability and decision accuracy under real-world uncertainties.
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Abstract: This article focuses on typical large language models and conducts an in-depth analysis of their definitions, typical
models and the development status of their technologies. As an advanced artificial intelligence technology, large language models
are trained based on huge parameters and massive data, and achieve natural language processing with the converter structure as
the core. This article elaborates on the developing history and features of various large language models. Meanwhile, it is pointed
out that the development of large language model technology faces problems as well as challenges such as non-authentic output
and security risks, and in the future, it will develop in the directions of lightweight, multimodal and vertical specialization. The
research aims to provide references for the further study and application of large language models and contribute to promoting
the healthy development of this technology in various fields.
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1. Definition of Large Language Models

Large language model technology is an advanced artificial intelligence technology with multiple natural language
processing capabilities, including understanding, recognizing, translating, predicting and generating text or other content'",
These models are called “big” because they use a huge number of parameters and are trained on large-scale datasets™. This
enables large models to deeply understand and express human language and other complex data types.

Essentially, large language models are a form of deep neural network models. Its computing system is inspired by
the human brain and consists of multiple nodes, which are distributed at different levels, similar to neurons. The core of
large language models is a special neural network structure called the Transformer. This structure consists of two parts:
the encoder and the decoder. The encoder is responsible for converting the input text into a series of vectors, which fully
capture the semantic and grammatical information of the text. Subsequently, the decoder will generate output text based on
these vectors, such as for answering questions or writing articles.

Large language models are trained on massive amounts of data to help artificial intelligence predict user prompts and
generate human-like responses. They power generative artificial intelligence tools such as ChatGPT from OpenAl and
Bard from Google.
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2. The development history of large models

2.1. Germination stage
In 1956, the concept of “artificial intelligence” was proposed at the Dartmouth Conference. In 1980, the prototype of
convolutional neural networks, CNN, was born.

The construction of CNN is as follows:

(1) Input layer: The input layer receives the original image data. Images are usually composed of three color channels
(red, green, and blue), forming a two-dimensional matrix that represents the intensity values of pixels.

(2) Convolution and activation: The convolutional layer performs convolution operations on the input image and the
convolutional kernel. Then, nonlinearity is introduced by applying activation functions (such as ReLU). This step
enables the network to learn complex features.

(3) Pooling layers: The pooling layer reduces the computational complexity by reducing the size of the feature map. It
is achieved by selecting the maximum or average value within the pooling window. This is helpful for extracting
the most important features.

(4) layers stacked: CNN is usually composed of a stack of multiple convolution and pooling layers to gradually
extract higher-level features. Deep-level features can represent more complex patterns.

(5) Full connection and output: Finally, the fully connected layer converts the extracted feature mapping into the final
output of the network. This can be a classification label, a regression value or the result of other tasks[3].

In 1998, LeNet-5, the basic structure of modern convolutional neural networks, was born. Machine learning methods

changed from early models based on shallow machine learning to models based on deep learning, laying the foundation for

the subsequent development of large models.

2.2. Sedimentation stage

In 2013, the natural language processing model Word2Vec was born, proposing the “word vector model”. It’s found in
word embedding, which is designed based on a distributed hypothesis. Words with similar meanings tend to have the same
word embedding. .

In 2014, Generative Adversarial Network (GAN) was born, marking a new stage in the research of generative
models for deep learning. GAN is composed of a generator (G) and a discriminator (D), each instantiated through neural
networks".

In 2017, Google proposed the Transformer architecture, laying the foundation for the architecture of large model pre-
training algorithms.

In 2018, OpenAl and Google respectively released the GPT-1 and BERT large models, and pre-trained large models
have become the mainstream in the field of natural language processing. ChatGPT is capable of providing a detailed
response, demonstrating powerful performance in multi-language understanding and generative tasks, such as modifying
code and writing articles. In 2019, GPT-2 was released, introducing the idea of multi-task learning. Its parameters soared
from 110 million of GPT-1 to 1.5 billion, and its text generation capability was significantly enhanced".

2.3. Outbreak period

In 2020, OpenAl launched GPT-3, with a model parameter scale of 175 billion and a significant improvement in
performance on zero-shot learning tasks. It’s the first large language model to exceed a parameter scale of 100 billion. The
size of context window has increased from 1024 tokens in GPT-2 to 2048 tokens in GPT-3. GPT-3 combined meta-learning
with in-context learning, enhancing the generalization ability.

In January 2021, OpenAl launched DALL-E. DALL-E is an artificial intelligence image generator, which can create
images and art forms based on the textual descriptions of natural language. In other words, it is an artificial intelligence
system that generates images based on text.

In February 2022, Google published LaMDA. In addition to improving the quality of the generated text, LaMDA
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has achieved significant enhancements in the key issue of security by further fine-tuning the manually labeled data and
enabling the model to learn the ability to retrieve and utilize external knowledge sources.

On November 30, 2022, ChatGPT equipped with GPT-3.5 was launched. Within two months, it surpassed 100 million
users, attracting widespread attention. 2022 was also hailed as the first year of large models. In March 2023, GPT-4 was
released. GPT-4 is a large multimodal model that accepting image and text inputs and emitting text outputs.

In addition, various large models such as Ernie Bot launched by Baidu, Llama and SAM launched by Meta, have also
emerged one after another. Ernie model is based on word feature input, so that it doesn’t need to rely on other information
in application, depicting stronger versatility and extensibility'”.

Llama supports for local deployment, which means that small companies can also use this open-source model to
implement functions that are more suitable for themselves.

SAM focuses on the task of image segmentation. Its technical architecture adopts an encoder-decoder design to
achieve efficient segmentation of any object by processing image features with prompt information (such as points, boxes,
and text).

3. Problems and development suggestions faced by the Development of large language
model technologies

With the vigorous development of large language models, corresponding risks and challenges will inevitably arise. To
solve these problems accompanying the development of large language models, the suggestions put forward in this paper
are as follows

3.1. Strengthen technological innovation and R&D investment, enhance the performance and
stability of large language models, and promote the wide application of large model technology.
Technically, large language models have non-authentic and biased outputs, lack real-time autonomous learning capabilities,
require huge computing power support,”® strongly rely on the quality and quantity of datasets, and present a single
language style. In terms of security, there are risks in terms of data privacy, information security, ethical issues and the cost
of crime". The future development of large language models will technically shift from “large-scale” to “lightweight” in
order to reduce the training cost of large language models. Move from “single-modal” to “multi-modal” to better align
with human intentions; From “general” to “vertical”, we aim to address industry demands more deeply at a lower cost.

3.2. Strengthen computing resources and technical support, establish a complete big data platform
and computing infrastructure to meet the demands of training and reasoning for large language
models.

Since large language models have high requirements for computing power, it is necessary to continuously strengthen the
construction of computing power. By enhancing computing power, the training and reasoning process of the model can be
accelerated, thereby improving the performance and response speed of large language models.

3.3. Strengthen data security and privacy protection, and adopt measures such as encryption,
permission control and security monitoring to ensure the security and integrity of data.

Another important issue related to the security of large language models is the timing of regulation. Premature regulatory
intervention may hinder the development of Al. Under the premise of ensuring safety, it is necessary to avoid the
obstruction of its development. Judging from the current trend, the regulation of Al research and development in our
country is relatively lenient. The practice in this regard mainly presents a model of “governance while developing”. To
achieve this goal, it is necessary to build a standard model, develop specific datasets, and establish basic security standards.
In addition, the deep integration of social sciences and Al is also an indispensable key link in the development process of
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Al especially in subjects related to regulation.

4. Conclusion

Large language models (LLMs), with their vast parameters and extensive training data, excel in natural language
processing and have broad applications"”. This paper reviews the architectures, features, performances and applications of
several typical large language models, fully demonstrating their application potential.

However, LLM development faces hurdles. Technically, issues such as output inaccuracies, biases, lack of real-time
learning, high computational demands, dataset reliance, and monotonous language persist. Security-wise, concerns over
data privacy, information security, ethics, and criminal risks remain significant.

LT3

Future LLM development will focus on “lightweighting,” “multimodality,” and “verticalization.” Through R&D
investment and technological innovation, LLMs aim to boost performance, secure data, and meet computing needs. These
trends will foster deeper integration into society, driving economic and social progress, but also necessitate proactive

problem-solving for sustainable growth.
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Abstract: This study explores the application potential of a deep learning model based on the CNN-LSTM framework in
forecasting the sales volume of cancer drugs, with a focus on modeling complex time series data. As advancements in medical
technology and cancer treatment continue, the demand for oncology medications is steadily increasing. Accurate forecasting
of cancer drug sales plays a critical role in optimizing production planning, supply chain management, and healthcare policy
formulation. The dataset used in this research comprises quarterly sales records of a specific cancer drug in Egypt from 2015
to 2024, including multidimensional information such as date, drug type, pharmaceutical company, price, sales volume,
effectiveness, and drug classification. To improve prediction accuracy, a hybrid deep learning model combining Convolutional
Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks is employed. The CNN component is responsible for
extracting local temporal features from the sales data, while the LSTM component captures long-term dependencies and trends.
Model performance is evaluated using two widely adopted metrics: Mean Squared Error (MSE) and Root Mean Squared Error
(RMSE). The results demonstrate that the CNN-LSTM model performs well on the test set, achieving an MSE of 1.150 and an
RMSE of 1.072, indicating its effectiveness in handling nonlinear and volatile sales data. This research provides theoretical and
technical support for data-driven decision-making in pharmaceutical marketing and healthcare resource planning.
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1. Introduction

With the global aging population accelerating, the incidence of cancer rising, and precision medicine advancing rapidly,
the cancer drug market is undergoing unprecedented growth. As high-value and high-demand pharmaceutical products
with complex supply chain dependencies, cancer drugs require precise demand forecasting to ensure efficient production
planning, inventory management, and rational healthcare policy design "', In the post-pandemic era, where pharmaceutical
supply chains face increasing instability, accurate forecasting of cancer drug sales has become a critical concern across
medical, economic, and policy-making domains.

Cancer drug sales are influenced by a wide range of factors, including advancements in treatment protocols, drug
pricing strategies, changes in insurance coverage, seasonal healthcare behaviors, disease prevalence, and pharmaceutical
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marketing efforts /. Traditional forecasting models, such as linear regression and classical time series approaches, often
fail to capture nonlinear fluctuations, sudden market changes, and intricate interactions among multiple variables. With the
growing availability of medical big data and the rapid development of artificial intelligence technologies, deep learning-
based forecasting models offer a promising alternative to address these complexities.

This study constructs a forecasting model based on a hybrid deep learning framework that combines Convolutional
Neural Networks (CNN) ™ and Long Short-Term Memory (LSTM) ) networks to improve the accuracy of cancer drug
sales prediction. The dataset used spans from 2015 to 2024 and includes quarterly sales records of a specific cancer drug in
Egypt. It contains multidimensional attributes such as timestamp, drug type, pharmaceutical company, price, sales volume,
efficacy rating, and drug classification. In the proposed framework, the CNN component is responsible for extracting local
temporal features from the input sequences, while the LSTM component captures long-term dependencies and seasonal
trends in the sales data, enabling robust modeling of complex patterns.

To evaluate the model’s performance, two commonly used metrics—Mean Squared Error (MSE) ' and Root Mean
Squared Error (RMSE)—are employed. Experimental results demonstrate that the CNN-LSTM model achieves strong
predictive performance, with a final MSE of 1.150 and RMSE of 1.072. These results confirm the model’s effectiveness
in capturing nonlinear dynamics and enhancing forecasting accuracy for high-dimensional and volatile medical sales data.
This research provides a data-driven approach to support pharmaceutical industry stakeholders in production optimization
and strategic planning and contributes valuable insights to the broader field of intelligent healthcare forecasting.

2. Literature Review

Time series forecasting of cancer drug sales plays a vital role in medical resource allocation, pharmaceutical inventory
management, production scheduling optimization, and healthcare policy formulation. With the continuous rise in cancer
incidence and the advancement of precision medicine, cancer drugs—being high-value and highly supply-dependent
medical products—exhibit complex demand patterns characterized by volatility and seasonality. Accurate forecasting of
their sales trends is essential for ensuring timely drug availability for patients, reducing inventory costs, and improving
the efficiency of pharmaceutical supply chains. However, due to the highly nonlinear, cyclical, and multi-factorial
nature of cancer drug sales data, traditional forecasting methods still face significant challenges in terms of accuracy
and generalization. In recent years, deep learning-based forecasting models have been rapidly developed, demonstrating
remarkable advantages in handling high-dimensional and complex time series data, with notable improvements in
prediction accuracy.

Konstantinos P. Fourkiotis et al ”’. conducted a study aiming to improve pharmaceutical sales predictions by
combining conventional methods like ARIMA with advanced machine learning models such as LSTM neural networks
and XGBoost. Through the analysis of a large dataset, their findings demonstrate the effectiveness of XGBoost in
achieving more precise forecasts, indicating the value of hybrid approaches in this field. Noura Qassrawi et al”’. explored
Deep Neural Network algorithms to forecast drug sales and prices. They found Long Short-Term Memory outperformed
MLP and CNN in predicting sales of new drugs with limited historical data.

Raman Pall et al ™. constructed machine learning models using data from Canadian pharmacies to predict drug
shortages. Their models achieved 69% accuracy in classifying shortage levels and anticipated 59% of the most impactful
shortages a month in advance without manufacturer inventory data. This work enables pharmacists to optimize orders and
mitigate drug shortage effects.

Semen Budennyy et al”. proposed a machine learning framework to predict pharma market reactions to clinical
trial announcements. Their model uses BERT for sentiment extraction and Temporal Fusion Transformers for forecasting.
Using the FDA dataset, the study found more pronounced reactions to negative clinical news and showed the framework’s
effectiveness with ROC AUC scores over 0.7.
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3. Data Introduction

The dataset used in this study consists of quarterly sales records of a specific cancer drug in Egypt, spanning from 2015 to
2024 and covering a total of 40 quarters. The data were collected through web scraping from several reputable Egyptian
pharmaceutical websites and online medical platforms, encompassing a wide range of cancer drugs available on the
local market. Each record contains multidimensional structured information, including timestamp (quarter), drug type,
pharmaceutical company, unit price, sales volume, effectiveness rating, and drug classification. This dataset provides a
valuable foundation for analyzing market demand trends, sales dynamics, and pricing strategies in Egypt’s pharmaceutical
sector. It holds significant research potential for applications in market analysis, healthcare policy design, and drug supply
chain optimization.

To ensure the quality and expressiveness of the input data, a systematic data preprocessing and cleaning process was
applied before model training. First, all invalid entries containing missing values—represented by placeholders such as
-99 or NaN in the original dataset—were removed to prevent distortion of the model’s learning process. Next, categorical
fields such as drug type, manufacturer, and classification were standardized and uniformly encoded to maintain semantic
consistency across heterogeneous sources. In addition, unit normalization and time alignment were performed on numeric
fields like price and sales volume to enhance the model’s ability to capture long-term trends and local fluctuations.

Through this structured data processing pipeline, we constructed a well-organized, semantically enriched, and high-
quality time series dataset of cancer drug sales. This dataset not only improves the stability and generalizability of model
training but also provides a solid foundation for the CNN-LSTM-based deep learning algorithm applied in the forecasting
task.

Table 1. Variables and descriptions

variable description
Drugname The name of the medication.
Price The price of the drug in Egyptian pounds (EGP).
Date The timestamp when the data was scraped
Form The form of the medication
Company The company manufacturing the drug
Region Placeholder for the region where the drug is commonly available
SalesVolume The sales volume of this drug
Effectiveness The effectiveness of anti-cancer drugs
UserEvaluate User reviews of purchasing the drug on public websites

Table 1 lists the variables included in the Cancer Drug Sales Volume Dataset for Egypt from 2015 to 2024. This
dataset covers key attributes related to cancer drug sales in Egypt over a decade, on a quarterly basis. The variables
encompass drug specifics such as “Drugname” (the name of the medication), “Form” (the form of the medication), and
“Company” (the company manufacturing the drug). Pricing information is represented by “Price” (the price of the drug
in Egyptian pounds). Temporal data is provided by “Date” (the timestamp when the data was scraped). Sales data is
indicated by “SalesVolume” (the sales volume of the drug). Effectiveness - related data is shown by “Effectiveness” (the
effectiveness of anti - cancer drugs). User feedback is captured by “UserEvaluate” (user reviews of purchasing the drug
on public websites). Additionally, there is a placeholder variable “Region” for the region where the drug is commonly
available.
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Figure 1. Pharmaceutical Company Regional Distribution

Figure 1 visually presents the geographical distribution of pharmaceutical companies within the Cancer Drug Sales
Volume Dataset for Egypt from 2015 to 2024. The pie chart vividly illustrates the proportion of companies in different
regions contributing to the dataset. As can be seen from the figure, the distribution is relatively even across the five major
regions, with Africa, North America, Asia, and the Middle East each accounting for exactly 20%. Europe, on the other
hand, holds a slightly smaller proportion at 19.9%, yet it remains a significant contributor to the dataset. This distribution
implies a broad and diversified pharmaceutical market in Egypt, sourcing medications from various global regions.

4. CNN-LSTM Model Introduction

4.1. CNN Layer

In the CNN-LSTM deep learning framework proposed in this study, the Convolutional Neural Network (CNN) is
employed to extract local features from the time series data of cancer drug sales, leveraging its advantages in processing
grid-structured sequential data ", As a feedforward neural network, CNN excels at local perception and weight sharing,
enabling it to effectively identify local patterns within the input data and thereby enhance the model’s representational
capacity and training efficiency in complex sequence modeling tasks.

For the structured time series data used in this study—which includes multiple features such as timestamps, drug
types, pharmaceutical companies, prices, and sales volumes—the CNN component first transforms the raw input sequence
into a multi-channel feature map "". Each channel corresponds to a specific feature (e.g., price, effectiveness rating), and
one-dimensional convolutional kernels slide along the temporal axis to automatically learn the variations of local sales
trends within different time windows. For instance, subtle price fluctuations across consecutive quarters, sudden increases
or decreases in sales volume, and periodic patterns associated with specific drug categories can all be effectively captured
through the convolutional operations.

In terms of architectural design, we adopted two layers of one-dimensional convolution with kernel sizes set to 3 and
5, respectively, to capture local temporal patterns at different scales. The number of convolutional filters in each layer is set
to 64 and 128. Each convolutional layer is followed by Batch Normalization and a ReLU activation function to enhance
the model’s nonlinear representation capability and mitigate gradient vanishing issues. To further reduce the dimensionality
of the feature maps and computational cost while retaining critical information, a max-pooling layer with a pool size of 2
is applied after each convolutional block. This structure significantly improves training efficiency and generalization, and
helps prevent overfitting to redundant information.

Through this configuration, the CNN component is able to efficiently compress the input while preserving essential
local temporal features of sales dynamics. These high-level features extracted by CNN are subsequently passed to the
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LSTM module, which further models long-term dependencies and global sequential patterns, forming a collaboratively
optimized deep learning architecture.

4.2. LSTM Layer

The Long Short-Term Memory (LSTM) network serves as the core temporal modeling component in this study, designed
to capture long-term dependencies and global trends within the cancer drug sales data "”. LSTM is an improved type
of Recurrent Neural Network (RNN) ¥, incorporating gating mechanisms—namely, input gate, forget gate, and output
gate—that effectively address the issues of vanishing or exploding gradients commonly encountered in traditional RNNs
when dealing with long sequences. This makes LSTM particularly well-suited for modeling time series data with long-
range dependencies.

In the context of cancer drug sales forecasting, fluctuations in sales volume are influenced not only by short-term
factors such as quarterly price changes, supply-demand dynamics, and policy shifts, but also by long-term market trends,
seasonal cycles, and ongoing treatment demands. Relying solely on local information is insufficient for accurate prediction.
LSTM enables the retention and transfer of temporal state information, allowing the model to understand deep temporal
correlations across quarters or even years, thereby enhancing the overall accuracy and robustness of the predictions.

In terms of implementation, we constructed a deep architecture consisting of two stacked LSTM layers built upon the
local temporal features extracted by the CNN module. Each LSTM layer contains 128 hidden units, a configuration that
balances expressive capacity with computational efficiency—particularly suitable for moderate-length time series at the
quarterly level. To prevent overfitting, a dropout layer with a dropout rate of 0.3 is inserted between the LSTM layers to
improve the model’s generalization. Additionally, we adopted a stateful LSTM architecture with a state reset mechanism to
preserve temporal dependencies across multiple training batches, thereby enhancing training stability.

& ® )
| I t

T
2 ® ©

Figure 2. The structure of LSTM [14]
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Finally, the high-level sequential representations produced by the LSTM layers are passed to a fully connected dense
layer for regression output, yielding the predicted sales volume for the next quarter. This design enables the LSTM module
to effectively model nonlinear dynamics along the time dimension, while also integrating the local structural features
extracted by CNN. Experimental results confirm the critical role of LSTM in this task, serving as a bridge between short-
term patterns and long-term trends within the overall CNN-LSTM architecture, and significantly improving predictive
performance in terms of both MSE and RMSE metrics.

5. Model result analysis

The forecast curve in Figure 3 illustrates the predicted quarterly sales volume of a cancer drug in Egypt from 2015 to 2024
using the CNN-LSTM model. The x-axis represents time (quarters), and the y-axis shows the predicted sales volume. The
blue curve indicates the actual sales data, while the red curve reflects the model’s predicted values. Overall, the two curves
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closely align, suggesting high predictive accuracy. Notably, the model successfully captures seasonal fluctuations and
long-term growth trends in sales volume. Minor deviations occur during periods of sudden market shifts, indicating that
external shocks (e.g., policy changes or supply disruptions) may not be fully captured by the current model. Nonetheless,
the forecast curve highlights the CNN-LSTM framework’s strength in modeling nonlinear and volatile time-series data in
the pharmaceutical field.

= Train Data
—— Actual Test Data
= Predicted Data

2500
2000
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300 4
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Figure 3. Forecast curve of sales volume of anti-cancer drugs

The CNN-LSTM-based model demonstrates strong capabilities in time series modeling and feature extraction for
forecasting cancer drug sales volume """ The CNN component efficiently captures representative local temporal features in
the sales data, such as price fluctuations, sales peaks, or periodic patterns, while the LSTM component excels at modeling
long-term dependencies and overall trends over time. This synergy enables the model to effectively focus on short-term
variations while also grasping long-term market dynamics, resulting in a robust and highly generalizable forecasting
framework. In practical applications, this model offers valuable insights for pharmaceutical companies in production
planning, inventory optimization, and proactive healthcare policy formulation.

Tablel. Comparison of experimental results

Model MSE RMSE
CNN-LSTM 1.150 1.072
CNN 3.526 1.878
LSTM 1.956 1.399
RNN 2.026 1.423

In the anticancer drug sales forecasting task, the CNN-LSTM model was compared with CNN, LSTM, and traditional
RNN models. As shown in Table 1, the CNN-LSTM model achieved the lowest MSE of 1.150 and RMSE of 1.072. This
was a significant improvement over the other models: CNN had an MSE of 3.526 and RMSE of 1.878, LSTM an MSE of
1.956 and RMSE of 1.399, and the traditional RNN an MSE of 2.026 and RMSE of 1.423.

The CNN-LSTM model’s superior performance can be attributed to its unique architecture, which effectively
captures complex features and long-term dependencies. The CNN layers extract local features from the data, while the
LSTM layers model the long-term dependencies in the time-series data. This combination allows the CNN-LSTM model
to more accurately capture market dynamics and underlying trends in complex time-series forecasting tasks compared
to single models. Specifically, the CNN model’s lack of effective long-term dependency modeling limits its forecasting
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accuracy. Traditional RNN models suffer from gradient vanishing issues, making it difficult to retain early information
in long sequences and leading to poor forecasting performance. Although LSTM models excel at handling long-term
dependencies, they are less effective at capturing local features.

In contrast, the CNN-LSTM model combines the strengths of CNN and LSTM to overcome these limitations. The
CNN layers first extract features from the input data, capturing local patterns and structural information. Then, the LSTM
layers model the extracted features over time, capturing long-term dependencies. This deep feature fusion enables the
CNN-LSTM model to achieve better forecasting results by providing a more comprehensive understanding of the data.
Conclusions
This study focuses on modeling and forecasting cancer drug sales volume using time series data, proposing and
validating a deep learning approach based on a CNN-LSTM framework. With the continuous rise in cancer incidence
and advancements in oncology treatment technologies, the demand for cancer medications is steadily increasing in the
global healthcare market. Accurate forecasting of cancer drug sales plays a crucial role in optimizing production planning,
inventory management, and the formulation of healthcare policies. To achieve this, the study utilizes a quarterly dataset of
a specific cancer drug sold in Egypt between 2015 and 2024, incorporating multidimensional features such as drug type,
manufacturer, price, effectiveness, and more.

In the model architecture, the CNN component is responsible for extracting local temporal features from the sales
sequence, identifying patterns such as sales peaks and price fluctuations. The LSTM component captures long-term
dependencies, modeling seasonal trends and inter-quarter dynamics to effectively learn complex and nonlinear sales
behaviors. A comprehensive data preprocessing pipeline—including missing value removal, feature normalization, and
time alignment—was applied to ensure data quality and enhance model training effectiveness.

Experimental results demonstrate that the CNN-LSTM model performs with high accuracy in forecasting future
cancer drug sales volumes. Evaluation on the test set yielded a Mean Squared Error (MSE) of 1.150 and a Root Mean
Squared Error (RMSE) of 1.072, indicating strong generalization and stability in handling nonlinear and volatile medical
sales data. The predicted sales trends closely align with actual observed values, confirming the model’s ability to capture
intricate market behaviors and generate reliable forecasts.

The findings of this research provide a data-driven decision-support tool for pharmaceutical companies and healthcare
policy makers. The model can assist in ensuring timely drug availability for patients, reducing inventory overstock, and
optimizing production resources. Additionally, it contributes theoretical and empirical insights into the application of deep
learning in modeling complex medical-economic behavior.

Nonetheless, certain limitations remain. For instance, the model does not yet incorporate external variables such as
policy changes, the launch of competing products, or unexpected public health events, all of which may introduce non-
structural disruptions to sales trends. Furthermore, the current model is based on data from a single region and requires
further validation to assess its robustness and adaptability in multi-regional or multi-drug scenarios.

Future research can explore several directions. First, incorporating macroeconomic indicators, policy documents,
and patient behavior data may enrich the feature space and improve prediction accuracy. Second, advanced time-series
modeling techniques such as attention mechanisms or Transformer-based architectures could be employed to enhance
flexibility in long-sequence forecasting. Third, applying transfer learning and evaluating the model across diverse datasets
could lead to the development of a scalable and generalizable cancer drug sales forecasting platform.
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Abstract: In the era of Al-driven e-commerce and advertising platforms, market segmentation and personalized recommendation
have become essential for improving user conversion rates and marketing effectiveness. By leveraging artificial intelligence
to conduct deep analysis of large-scale behavioral data from e-commerce platforms, it is possible to perform precise customer
segmentation, identify diverse consumer groups, and develop customized marketing strategies. However, users in real-world
recommendation scenarios typically exhibit multiple interaction behaviors—such as clicking, adding to cart, and purchasing—
which makes it difficult for traditional single-task models to learn generalized representations without introducing task-
specific biases. To address this challenge, we propose a pre-training paradigm designed to decouple task-specific and general
knowledge in multi-behavior sequential recommendation (MBSR). Yet, conventional pre-trained models are often too large
for practical adaptation by end users. Inspired by the success of prompt learning in the natural language processing field,
we introduce CPL4Rec (Customized Prompt Learning for Recommendation), the first framework for customized prompt
learning in MBSR. CPL4Rec generates user-specific prompts by integrating semantic embeddings from pre-trained models
with diverse user attributes and behavioral information. Furthermore, to address the evolving nature of user interests over time,
we incorporate a Progressive Feature Generation (PFG) framework that dynamically fuses multi-layer user representations
within the model. To ensure controllability, we apply compactness regularization to constrain the prompt space. Extensive
experiments conducted on three real-world datasets demonstrate that CPL4Rec achieves superior performance over state-of-the-
art baselines in recommendation accuracy. This research offers a new technical pathway for Al-driven market segmentation and
personalized e-commerce marketing, providing strong theoretical and empirical support for practical deployment in intelligent
recommendation systems.
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Online publication: March 26, 2025

1. Introduction

With the accelerated convergence of artificial intelligence and the digital economy, e-commerce and advertising platforms
are evolving toward intelligent, precision-based operations. Leveraging Al to deeply analyze massive user behavior data
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enables platforms to implement precise market segmentation, identify diverse customer groups, and develop personalized
marketing strategies. This approach significantly improves recommendation accuracy, user conversion rates, and overall
marketing effectiveness. Within this context, recommender systems have become a core technology for intelligent
decision-making in e-commerce platforms. Among them, sequential recommendation (SR), which models historical
user interactions as temporally ordered sequences to predict the next item, has garnered considerable attention from both
academia and industry .

In real-world applications, users exhibit multiple types of behaviors (e.g., clicking, adding to favorites, and purchasing),
each reflecting different dimensions of user preference. Modeling the dynamic evolution of these behaviors is critical for
improving recommendation accuracy. Multi-Behavior Sequential Recommendation (MBSR) addresses this by incorporating
various user actions into a unified model. Existing methods such as MMCLR 2 MBSTR ¥, S-MBRec ", and EHCF ™ have
explored integrating multi-behavioral data using transformer or graph-based architectures, often combined with contrastive
or meta-learning techniques to enhance the representation of target behaviors.

Despite their effectiveness, these methods face two key limitations. First is representation bias: many models are
trained in an end-to-end manner, focusing solely on the target behavior’s loss function. This often results in overfitting
to task-specific features and limits the generalization of learned representations across tasks. Second, current approaches
lack effective knowledge transfer mechanisms. In practical scenarios such as cold-start user recommendations or multi-
objective tasks, shared patterns and knowledge are abundant, yet these are rarely leveraged systematically. Most prior work
treats each task as isolated, requiring separate training, which is computationally inefficient and lacks adaptability.

To overcome these challenges, we propose constructing a task-decoupled representation space that facilitates
knowledge transfer across tasks. We first pretrain a general recommendation model using large-scale interaction data,
where the pretraining objective is to predict the next behavior and next item—analogous to next-token prediction in NLP.
This allows the model to learn contextual behavioral semantics. However, directly fine-tuning such large models for
downstream tasks is computationally expensive and impractical. This raises the first challenge: how to efficiently adapt
pre-trained models to personalized downstream scenarios.

Inspired by prompt learning in NLP, we introduce a novel framework called CPLRec (Customized Prompt Learning
for Recommendation). Unlike language tokens in NLP, recommendation data lacks clear semantic anchors. Moreover, user
behavior is highly personalized, making it difficult to design universal prompts. Thus, our second challenge is to generate
effective, personalized prompts that align with individual user preferences.

To address this, CPLRec utilizes user profiles, behavioral history, and attribute information to generate tailored
prompts. We hypothesize that user interest evolves layer by layer in the model hierarchy. Hence, we introduce a Prompt
Factor Gate (PFG) network to decompose and integrate prompt information at different layers. This supports the
construction of layer-specific prompts that combine shared and task-specific cues. We further enhance controllability and
reduce convergence collapse by introducing compactness-based regularization to constrain prompt representations.

Related Work

The rapid expansion of digital commerce has heightened the importance of recommender systems (RS) in improving user
experience, increasing engagement, and boosting sales. A wide array of approaches has emerged to enhance the accuracy,
adaptability, and scalability of RS in e-commerce environments.

Pegah Malekpour Alamdari et al . conducted a systematic review of e-commerce recommender systems, analyzing
papers from 2008 to 2019. They categorized algorithms into five types, including Content-Based Filtering, Collaborative
Filtering, Demographic-Based Filtering, hybrid filtering, and Knowledge-Based Filtering. By identifying gaps and issues
in traditional methods, they provided guidelines for future research. They also compared important issues, advantages,
disadvantages, metrics, and review issues of selected papers, offering valuable insights for future studies.

Lijuan Xu et al """, proposed an e-commerce platform recommendation model integrating random forest, GBDT
and XGBoost to address info overload in online shopping. Experiments showed it reduces recommendation sparsity and
boosts accuracy. Irem Islek et al ™. proposed a hierarchical recommendation system for e - commerce, whose DeepIDRS
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approach with a two - level structure showed at least 10% better performance than other review - based models, enhancing
e - commerce recommendation system performance.

Javed U et al”. comprehensively review content-based and context-aware recommender systems (CARS) in their
paper, emphasizing core techniques, applications, and integration with semantic web technologies like ontology, OWL,
and RDF. The paper focuses on overcoming limitations of traditional recommender systems by incorporating user context
such as time, place, and companionship. It proposes semantic reasoning and ontologies to enhance basic keyword-based
systems and highlights the importance of contextual information in dynamic environments.

Karn et al "

. propose a hybrid recommendation system that integrates hybrid sentiment analysis (SA) with a hybrid
recommendation model (HRM). While addressing cold start and data sparsity issues, this approach uses sentiment-aware
post-filtering to improve recommendation quality, though details are limited due to the article’s retraction.

Baczkiewicz et al """\, contributed a novel Multi-Criteria Decision-Making (MCDM) framework that combines five
methods—TOPSIS-COMET, COCOSO, EDAS, MAIRCA, and MABAC—using the Copeland strategy to rank product
alternatives. This hybrid DSS architecture, supported by CRITIC-based objective weighting and sensitivity analysis,
enables nuanced product comparisons and enhances consumer decision support, especially in complex purchase scenarios
with competing product attributes.

Across these works, several trends are evident: the growing importance of integrating multiple data modalities
(behavioral logs, sentiment, metadata), the need for adaptive models to reflect evolving user preferences, and the continued
relevance of addressing cold-start and data sparsity challenges. Innovative use of deep learning models (e.g., BERT), fuzzy
logic, statistical analysis, and decision-making frameworks reflects a convergence between Al techniques and consumer-
centric design in modern RS.

These contributions collectively signal a shift toward hybrid, interpretable, and context-aware recommender systems,
capable of balancing algorithmic accuracy with user-centric relevance—ultimately supporting more engaging and efficient
e-commerce experiences.

Preliminaries

In this section, we begin by presenting the task formulation of multi-behavior sequential recommendation. Subsequently,
we introduce our proposed concept of Customized Prompt Learning in the recommendation scenario, which aims to
exploit the potential of pre-trained large-scale models through dynamically setting prompts based on individual user
characteristics and preferences.

DEFINITION 1. (Behavior-Aware Interaction Sequence) Given the sets of users U, items V, and types of
behavior B. For a user u; € U, his/her behavior-aware interaction sequence S; consists of individual triples (v, b, 1).
Each triple represents the k-th interacted item (ordered by time) under the b-th behavior type at time ¢. Formally,
Si =[(W1p t1o b1, Wi Lo D) -+ (Vs Eisigio Disit,i)]

Furthermore, we define the behavior type we aim to forecast as the target behavior (e.g., purchase). Other types of
user behaviors (e.g., cart, tag-as-favorite) are considered as side information to aid in modeling the patterns of the target
behavior. Formally, our studied problem can be formalized as follows:

DEFINITION 2. (Multi-Behavior Sequential Recommendation) Input: the user u; and his/her Behavior-Aware
Interaction Sequence S;. Output: the item V|s;|+x, i that the user interacts with, specifically in the form of the target behavior,

at time ¥}s;|+x, i.
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As shown in Figure 2, in recommendation scenarios, the tokens of the pre-trained model represent item 1D

information lacking specific semantics. As a result, it is not possible to manually design prompts with these tokens. In

addition, personalization plays a crucial role in the recommendation problem. Hence, we introduce a novel concept called

Customized Prompt Learning, which involves dynamically setting prompt conditions based on diverse side information

specific to each user.

4 METHODOLOGY

4.1 Overall Framework

In this section, we introduce our framework CPL4Rec, which possesses personalization, progressiveness, and

controllability. This framework represents the pioneering model for addressing the multi-behavioral sequential

recommendation problem by leveraging customized prompt learning recommendation. The overall flow of the model is

depicted in Figure 3.

4.2 Pre-trained Model
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Figure 3. The overall framework of our CPL4Rec model.
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In this subsection we describe how to train our pre-trained model for multi-behavioral recommendations.

SASRec is a widely recognized pre-trained model that has under-gone extensive validation regarding its effectiveness

in sequential recommendation tasks. The model stacks transformer blocks to encode the historical behavior sequence
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comprising two sub-modules: a self-attention network and a point-wise feed-forward network. This architecture allows for
a comprehensive exploration of the complex relationships between individual behaviors.

The embedding layer of the pre-trained model encodes item information, location information, and behavior
information. Firstly, we utilize an item embedding matrix E € RIV*¢ to project high-dimensional one-hot item
representations into low-dimensional dense vectors. Secondly, when examining user behaviors, it is crucial to recognize
that different behaviors can signify varying degrees of user interest. For instance, while clicks may provide some insight,
behaviors such as purchases tend to be more reliable indicators of strong user interest. To address this, we introduce
behavior-specific encoding denoted as W, € R%*¢, where the embedding of each item is mapped to specific behaviors.
Thirdly, in order to accurately represent the positional information of a sequence, we utilize a learnable position embedding
denoted as Z € RM*%. This enables us to effectively capture the inherent sequential characteristics. The number of position
vectors M limits the length of the user’s historical sequence. Consequently, for each user u; belonging to the set U, we can
derive the input representations of the items in their sequence as follows:

0 _
hii =Wy, * ey, + 2y

Vk,i

where e, ; € E is the representation of item vy .

After the embedding layer, the transformer block incorporates the self-attention module to capture the
interdependencies among item pairs within the sequence. Furthermore, in order to extract information from distinct
subspaces at each position, we employ multi-head self-attention instead of a single attention function. Subsequently, the
transformer block imbues the model with non-linearity through a point-wise feed-forward network. To further enhance the
model’s capacity for capturing intricate item migrations, we stack multiple transformer blocks, which can be defined as

follows:
H™ = Transformer'(HY

where we represent the transformer block simply as Transformer(-) and H! = [h};, h},..., hi ;] where K;=[S;|
Finally, based on several transformer blocks, we obtain the user representation u; = hki generated at the L-th layer which
L is the number of transformer layers.

In order to optimize the model, we employ the loss function of SASRec. Emulating the pre-training task of predicting
the next word of a sentence in NLP, we let the model predict the next user behavior and the next item of interaction,
allowing the model to understand the contextual semantics of the sequence, which means that we map the representation of
the correct item by the correct behavior matrix. The specific loss functions used in our approach are presented below:

Ly =— Z Z logo’(uiTWbpep —uTW, e,)
(vivp)e ST (Virn)ES™
where S*,S are positive and negative sample pairs, respectively.
This training method facilitates comprehensive learning and understanding of contextual semantics within user
sequences. By leveraging a substantial amount of training data, it effectively establishes a task-agnostic, generalized
representation space.

4.3 Personalized prompt Generator

After acquiring pre-trained models, retraining them for downstream tasks proves to be challenging due to their large size.
Therefore, our initial hurdle is to effectively transfer the pre-trained generic knowledge to these downstream tasks. In order
to fully leverage the capabilities of pre-trained models, a crucial aspect of our model is the generation of a highly effective
prompt that serves as a bridge between pre-trained models and downstream tasks. Drawing upon the concept of customized
prompt learning, we introduce our CPL4Rec model in the context of a multi-behavioral sequential recommendation

problem.
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In our model, we aim to automatically and effectively generate personalized prompts for each user. To achieve this,
we leverage a wide range of user-specific information, including user attributes, behavioral statistics, and additional user
behaviors.

In order to obtain user attribute information, such as ‘gender’ and ‘age’, we initially perform an embedding operation.
For continuous variables, we implement segmental discretization prior to the embedding process. In addition, users
demonstrate varying numbers of historical behaviors and possess inconsistent cross-conversion relationships among these
behaviors. These variations play a crucial role in user modeling. For instance, when a user has a wealth of target behavior
data, it becomes necessary to proportionally reduce the prompts to minimize interference. Conversely, for cold start users,
it is important to enhance the prompts in order to fully leverage the user’s side information. To capture this variability,
we discretize the number of individual behaviors, conversion amounts, and other statistical metrics, and encode them as
attribute information within the user representation. Subsequently, we concatenate all the user representation embeddings
and encode them within a multi-layer MLP structure to derive the ultimate representation.

In addition, following GRU4Rec, we employ a simple and efficient Gated Recurrent Unit structure to generate
prompts for diverse behaviors. The inherent reset and update mechanism of GRU aids in filtering out noise present in
behavior sequences. In the process of generating prompts about user behavior, we all use the same structure i.e. R-layer
GRU to generate the final prompt vector representation. The specific formula is as follows:

Qiarer = MultiMLP([a}||ab]|-+||ab,])

Qip; = hrr
where represents the embedding of the first byte of user u, and ¢, represents the generated prompt
information regarding the attribute for user u, using a multi-layer MLP. The behavior sequence input is represented as
[(vy, t1,0 b)), -] and A «r denotes the hidden state of the last layer at the last step.

5. Experiment

In this section, we conduct experiments to assess the effectiveness of our proposed CPL4Rec framework and answer
the following research questions: RQ1: How does our CPL4Rec perform as compared to various state-of-the-art
recommendation methods? RQ2: What are the impacts of different components in CPL4Rec? RQ3: How does CPL4Rec
perform in other downstream tasks?

5.1. Experimental Setting

5.1.1. Datasets

To comprehensively investigate the performance of CPL4Rec, we conduct experiments on three large-scale real-world
recommendation datasets, which are widely utilized in multi-behavioral sequential recommendation research and are
considered standard benchmarks.

CIKM. The CIKM dataset is an E-commerce recommendation dataset that was released by Alibaba. It originates
from the data mining competition known as CIKM 2019 EComm Al, which specifically focused on the efficient retrieval
of user interests for ultra-large-scale recommendations. There are 4 types of user behavior: browsing, like, add to cart and
buy.

IJCAL This dataset is released by IJCAI Contest 2015 for the task of repeat buyers prediction. The user behavior data
contains various interactions: click, add-to-cart, add-to-favourite, and purchase.

Taobao. This dataset is collected from Taobao which is one of the largest e-commerce platforms in China. Four types
of user-item interactions are included in this dataset, i.e., page view, tag-as-favorite, cart, and buy.

d "> predominantly eliminates cold start data from the dataset, potentially

In data processing, the previous metho
leading to a deviation from real-world scenarios. Real-world user interactions typically follow a long-tail distribution,

where most user interaction data is sparse. Therefore, our experiment focuses on preserving the original dataset’s
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distribution as closely as possible to align with the characteristics observed in real-world scenarios. We fo-cused on
purchase behavior as the target behavior in our study. We only imposed a minimum requirement of three target behaviors
for inclusion in the evaluation of few-shot and zero-shot experi-ments. We performed duplicate record removal and data
denoising. This approach aims to enhance the model’s robustness and generalization, ensuring that the pre-training process

. . . . . . . 14
is not excessively influenced by noisy and outlier-rich instances ""*..

5.1.2. Evaluation Metrics.

We evaluate models in terms of the top-K recommendation performance with two metrics, i.e., the Hit Ratio (HR@K) and
the Normalized Discounted Cumulative Gain (NDCG@K), which are widely used in related works. HR@K 1is a recall-
based metric that measures the average proportion of right items in the top-K recommendation lists. NDCG@K evaluates
the ranking quality of the top-K recommendation lists in a positional way. In our experiments, we adopt the leave-one-out
strategy for performance evaluation. For each user, we regard the temporally ordered last purchase as the test samples and
the previous ones as validation samples .

5.2. Overall Performances

In Table 1, we present a comprehensive performance comparison across different datasets, and we summarize our
observations as follows:

Firstly, we observe that compared to traditional single-behavior approaches, more advanced multi-behavior methods
often yield superior results. This demonstrates the effectiveness of incorporating multi-behavior data to facilitate the
modeling of the target behavior. These diverse behaviors reflect users’ preferences across various dimensions and can
function as supplementary knowledge to enhance information and enhance recommendation accuracy for the target
behavior.

Secondly, we have observed certain exceptional cases where multi-behavior approaches are weaker than single-
behavior methods on certain datasets. This weakness may arise from the model’s inadequate depth in exploring
various actions, as well as the need for the model to handle a substantial amount of behavioral information and its
interrelationships. As a result, there is a potential risk of overfitting to additional or high-frequency actions, thereby
overlooking the crucial features of the target action.

Table 1. Overall performance comparison of all methods in terms of HR@N and NDCG@N (N = 10,20).

CIKM Taobao 1JCAI

Model
H@10 N@l0 H@20 N@20 H@wl0 N@l0 H@20 N@20 H@l0 N@l0 H@20 N@20

GRU4Rec 0.293 0.169 0.338 0.195 0.266 0.150 0.290 0.169 0.322 0.178 0.397 0.226
SASRec 0.353 0.215 0.460 0.264 0.346 0.204 0.443 0.246 0.405 0.217 0.526 0.271
Bert4Rec 0.387 0.248 0.511 0.270 0.330 0.193 0.425 0.230 0.433 0.238 0.565 0.318
S3Rec 0.401 0.233 0.472 0.269 0.320 0.198 0.430 0.224 0.402 0.224 0.540 0.280
CL4Rec 0.400 0.245 0.468 0.294 0.362 0.213 0.420 0.233 0.426 0.257 0.550 0.315
MBGCN 0.454 0.261 0.552 0.299 0.403 0.224 0.501 0.267 0.480 0.257 0.614 0.328
NMTR 0.305 0.178 0.362 0.209 0.282 0.161 0.320 0.185 0.339 0.183 0.423 0.235
MBGMN 0.431 0.253 0.550 0.332 0.418 0.242 0.468 0.275 0.388 0.229 0.494 0.300
MBPPR 0.349 0.178 0.421 0.232 0.315 0.181 0.393 0.205 0.371 0.192 0.436 0.242
CPL4Rec 0.483 0.280 0.613 0.365 0.498 0.268 0.566 0.307 0.550 0.299 0.696 0.379
Improv. 6.3% 0.104 0.120 0.123 0.129 0.134 0.145
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Thirdly, we applied several transformer architectures as single-behavior models to multi-behavior recommendation
tasks. We observed that their performance varied, sometimes yielding positive outcomes while other times falling short.
Although these models demonstrated extensive exploration of patterns in multi-behavior scenarios, their lack of efficient
fine-tuning hindered their overall effectiveness. PPR, the pioneering work in incorporating prompt learning to address the
cold-start problem, faced limitations due to its failure to devise an effective mechanism for incorporating user information.
Consequently, it struggled to extend its applicability to the multi-behavior problem.

Last but not least, our CPL4Rec method achieved the best performance across all datasets, indicating that we have
not only fully leveraged the potential of the pre-trained model but also effectively transferred it to downstream tasks.
Surprisingly, it even approached or surpassed the overall fine-tuning effectiveness to some extent. In addition, CPL4Rec
demonstrates parameter efficiency as it requires tuning and storing only a limited number of parameters compared to fine-
tuning. As indicated in Table 2, within our datasets, the parameter update count in CPL4Rec amounts to only 1.2%, 1.4%,
and 0.8% of that required for fine-tuning. Similarly, the time required for CPL4Rec is merely 8.15%, 12.96%, and 7.43%
of that needed for fine-tuning, respectively.

Table 2. Efficiency experiments compared to fine-tuning.

Settings GRU4Rec Fine-tuning Para Time

H@10 0.483 0.469

CIKM 1.25% 8.15%
N@10 0.280 0.273
H@10 0.498 0.461

Taobao 1.42% 12.96%
N@10 0.268 0.267
R@10 0.550 0.568

1ICAI 0.86% 7.43%
N@10 0.299 0.301

6.Conclusion

This study proposes a pre-training paradigm for multi-behavior sequential recommendation tasks in the context of Al-
driven e-commerce and advertising platforms, aiming to support precise market segmentation and personalized marketing
strategy optimization. Traditional recommendation systems often fail to capture users’ true and multidimensional
preferences, as they overlook the diverse behavioral patterns exhibited by users across different scenarios. To address
this limitation, we introduce a Customized Prompt Learning mechanism and develop the CPL4Rec framework. This
framework integrates three key design principles—personalization, progressiveness, and controllability—to fully exploit
the semantic potential of pre-trained models and effectively transfer general knowledge to downstream recommendation
tasks through the generation of user-specific prompts.

Specifically, CPL4Rec leverages user historical behaviors, attribute information, and semantic context features
to generate multi-granular prompts for different layers of the model, enabling dynamic modeling of evolving user
interests. To prevent over-convergence in the prompt space, a compactness-based regularization term is introduced as a
control mechanism, enhancing the model’s generalization and expressive capabilities in multi-task settings. Experiments
conducted on multiple real-world e-commerce datasets demonstrate that CPL4Rec consistently outperforms state-of-the-
art methods across various downstream tasks, significantly improving recommendation accuracy and personalization. The
framework is particularly well-suited for understanding user behavior and delivering precise recommendations on Al-
driven e-commerce platforms.

Future work will further refine the theoretical foundation of customized prompt learning to develop more efficient
models and broaden their applicability to a wider range of downstream tasks. This will contribute to the development of
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intelligent decision-support tools for smart e-commerce and digital marketing.

Disclosure statement

The author declares no conflict of interest.

References

[10]

[11]

[12]

[13]

Du H, Shi H, Zhao P, et al. Contrastive learning with bidirectional transformers for sequential recommendation[C]//
Proceedings of the 31st ACM International Conference on Information & Knowledge Management. 2022: 396-405.

WuY, **e R, Zhu Y, et al. Multi-view multi-behavior contrastive learning in recommendation[C]//International conference
on database systems for advanced applications. Cham: Springer International Publishing, 2022: 166-182.

Yuan E, Guo W, He Z, et al. Multi-behavior sequential transformer recommender[C]//Proceedings of the 45th international
ACM SIGIR conference on research and development in information retrieval. 2022: 1642-1652.

Gu S, Wang X, Shi C, et al. Self-supervised Graph Neural Networks for Multi-behavior Recommendation[C]/IJCAL 2022:
2052-2058.

Chen C, Zhang M, Zhang Y, et al. Efficient heterogeneous collaborative filtering without negative sampling for
recommendation[C]//Proceedings of the AAAI conference on artificial intelligence. 2020, 34(01): 19-26.

Alamdari P M, Navimipour N J, Hosseinzadeh M, et al. A systematic study on the recommender systems in the
E-commerce[J]. leee Access, 2020, 8: 115694-115716.

Xu L, Sang X. E-Commerce Online Shopping Platform Recommendation Model Based on Integrated Personalized
Recommendation[J]. Scientific Programming, 2022, 2022(1): 4823828.

Islek I, Oguducu S G. A hierarchical recommendation system for E-commerce using online user reviews[J]. Electronic
Commerce Research and Applications, 2022, 52: 101131.

Javed U, Shaukat K, Hameed I A, et al. A review of content-based and context-based recommendation systems|[J].
International Journal of Emerging Technologies in Learning (iJET), 2021, 16(3): 274-306.

Karn A L, Karna R K, Kondamudi B R, et al. RETRACTED ARTICLE: Customer centric hybrid recommendation system
for E-Commerce applications by integrating hybrid sentiment analysis[J]. Electronic commerce research, 2023, 23(1): 279-
314.

Baczkiewicz A, Kizielewicz B, Shekhovtsov A, et al. Methodical aspects of MCDM based E-commerce recommender
system[J]. Journal of Theoretical and Applied Electronic Commerce Research, 2021, 16(6): 2192-2229.

Wei W, Huang C, **a L, et al. Contrastive meta learning with behavior multiplicity for recommendation[C]//Proceedings
of the fifteenth ACM international conference on web search and data mining. 2022: 1120-1128.

Guo L, Hua L, Jia R, et al. Buying or browsing?: Predicting real-time purchasing intent using attention-based deep network
with multiple behavior[C]//Proceedings of the 25th ACM SIGKDD international conference on knowledge discovery &
data mining. 2019: 1984-1992.

Rahman S, Khan S, Porikli F. A unified approach for conventional zero-shot, generalized zero-shot, and few-shot
learning[J]. IEEE Transactions on Image Processing, 2018, 27(11): 5652-5667.

Alsini A, Huynh D Q, Datta A. Hit ratio: An evaluation metric for hashtag recommendation[J]. arxiv preprint
arxiv:2010.01258, 2020.

Publisher’s note

Whioce Publishing remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

-50-



2025 Volume 3, Issue 1

:IRSECLAC;S S\({,IENI'I'IFI([:)INFIORMNATIO?\I ComplIter Simulation in Application

FOR TOP SCHOLARS
PUBLISHING PTE. LTD. ISSN: 2630-4597 (Online)

II WHIOCE PUBLISHING PTE. LTD.
[WHIOCE]

Research on Integrated Sensing and Communication
Technology of Unmanned Aerial Vehicles

Nuo Chen, Jianwei Zhao*, Fang He, Nan Jiang, Fenggan Zhang, Weimin Jia
Rocket Force University of Engineering, Xi’an 710025, Shaanxi, China

Copyright: © 2025 Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY 4.0), permitting distribution and reproduction in any medium, provided the original work is cited.

Abstract: In response to the demands of 6G space-air-ground integrated networks and the development of low-altitude economy,
the integrated sensing and communication (ISAC) technology for unmanned aerial vehicles (UAVs) has emerged as a novel
core solution that combines wireless transmission and sensing functions. With the advantages of strong mobility and flexible
deployment, UAV swarms combined with ISAC, can significantly enhance system performance. However, the ISAC for UAV
swarms still faces three major challenges: difficult physical layer transmission design, difficult cooperative networking, and
difficult joint scheduling of multiple tasks. To address these challenges, this paper proposes key technologies such as deep
reinforcement learning, multi-sensor fusion, and parameter estimation, focusing on breakthroughs in transmission design,
cooperative networking, and joint optimization of communication and sensing resources for ISAC for UAV swarms, promoting
theoretical innovation and system implementation for low-altitude economy applications in the 6G era.

Keywords: Integrated sensing and communication; UAV swarms; cooperative sensing.

Online publication: March 26, 2025

1. The current situation of Integrated Sensing and Communication Technology of
Unmanned Aerial Vehicles

Looking towards 2030 and beyond, human society will enter the intelligent information age. The next generation of
mobile communication technology 6G, will make full use of high, medium and low spectrum resources, and integrate
with advanced computing, big data, artificial intelligence, block chain and other information technologies to build an all-
domain coverage network of air, space and ground, and achieve interconnection of all things, intelligent interconnection
of all things, and symbiotic collaboration !".In the future, higher demands for information interaction capabilities and
information collection expansion functions will drive 6G air interface functions to expand from wireless transmission to
wireless sensing, with sensing and communication functions overlapping in time, frequency and space, and highly coupled
functions **" This makes Integrated Sensing and Communications (ISAC) a new hot information processing technology
for 6G . ISAC, based on the sharing of software and hardware resources or information, realizes the synergy and mutual
benefit of sensing and communication functions, including sensory-assisted communication and communication-enhanced
sensing *'%

The government work report of the National Two Sessions in 2025 pointed out that efforts should be made to promote

the safe and healthy development of emerging industries such as the low-altitude economy. Drones, which are highly
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maneuverable and easy to dispatch, are an important part of the low-altitude economy. The coordination of multiple
drone swarms can further enhance the efficiency of mission execution. They are an important platform for the realization
of ISAC technology and an important part of the integrated network of air, space and ground ""'"** The combination of
unmanned aerial vehicles (UAVs) and ISAC can effectively leverage their respective strengths. Equipping UAV nodes
with ISAC integrated payloads instead of traditional discrete sensing and communication payloads can effectively reduce
UAV payloads, improve UAV endurance and flexibility, that is, ISAC enhances the efficiency of UAV systems *" ISAC
can achieve all-round communication coverage and sensing of the environment, targets, and status, such as positioning,
ranging, speed measurement, imaging, recognition, and environment reconstruction, through the flexible deployment of
the unmanned aerial vehicle platform and the collaboration of multiple unmanned aerial vehicle swarm nodes, that is, UAV
empower ISAC """ UAVs naturally carry a variety of sensors such as GPS, RTK, cameras, inertial navigation devices,
etc. The multi-sensory information obtained by various sensors combined with ISAC can further enhance the multi-task
execution efficiency of drones, that is, sensor multi-source fusion enhances the design of the ISAC system for drones "*

In UAV communication-assisted sensing scenarios, target positioning, tracking, and environment imaging and
reconstruction can be achieved. In sensing-assisted communication scenarios, location information-based beamforming,
multi-UAV swarm networking, task scheduling, and resource allocation can be realized """ Especially in the military field,
future all-domain joint operations have prominent characteristics such as wide geographical range, numerous deployment
points, fast combat rhythm, and complex battlefield environment. The ISAC-based UAV swarm combat platform can
effectively meet the requirements of real-time battlefield situation sensing, rapid delivery of combat orders, and efficient
and precise strikes, and is expected to become a disruptive force to change the rules of future battlefields.

2. Challenges of Integrated Sensing and Communication Technology of Unmanned
Aerial Vehicles

As an emerging technology for the future 6G, ISAC is still in its development stage, and there are many challenges in the
design of ISAC for unmanned aerial vehicle swarms. First of all, it is difficult to design the physical layer transmission
of ISAC for UAV swarms. The high dynamics of ISAC for UAV swarms, as well as the differences in sensing and
communication signal processing, increase the difficulty of physical layer transmission and design for ISAC for UAV
swarms. New ISAC fusion modes and channel models for UAV swarm need to be designed in response to the effects of
UAV motion, attitude changes, and dynamic topology of UAV swarms on sensing and communication performance. In
view of the differences between ISAC sensing and communication signal processing of UAV, a joint parameter estimation
method for sensing and communication needs to be designed to give full play to the multiple sensors carried by UAVs
themselves and effectively utilize sensing parameter estimation to assist in the construction of communication channels
and the design of transmission methods under high dynamic conditions of UAVs. At the same time, the continuous motion
of unmanned aerial vehicles makes traditional signal transmission methods no longer applicable, and it is necessary to
design signal transmission and beamforming methods suitable for the high dynamics of the ISAC system of UAV swarm.
Secondly, it is difficult to form a cooperative network of ISAC for UAV swarms. The dynamic topology of the drone
swarm formation, the trajectory and attitude changes of the drone swarm nodes, and the occlusion effect of high-frequency
transmission make the sensing and communication links of the drone swarm extremely vulnerable to interruption.
It is necessary to make full use of the multi-source sensing sensors carried by the drone swarm nodes to assist in the
networking design. In the ISAC scenario of the UAV swarm, it is necessary to effectively utilize the spatial gain of the
large-scale antenna array of the ISAC integrated terminal and design a high-resolution angle-domain beam networking
method. At the same time, the flexible deployment advantage of the drone swarm platform should be emphasized. The
nodes of the drone swarm form a multi-point sensing and communication network, which can transmit ISAC signals as
well as receive communication and echo signals, and the swarm can coordinate sensing and communication. In response

to the impact of dynamic changes in the drone swarm on networking performance, it is necessary to integrate echo
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information, channel information, and on-board sensor information, design dynamic target beam tracking and alignment
methods, and comprehensively consider aspects such as the trade-off between sensing and communication signal coverage,
network layer interference coordination, and the balance of system computing power and power consumption to improve
networking efficiency.

Finally, the joint scheduling of multi-target sensing and multi-user communication tasks in UAV swarm is difficult.
ISAC for UAV swarms involves multi-target sensing and multi-user communication. How to jointly allocate multi-target
sensing and multi-user communication tasks and optimize the scheduling of limited resources of UAV swarm is a key
issue that needs to be considered. In response to the sensing and communication task requirements of UAV swarm, a
joint scheduling method for multi-target sensing and multi-user communication needs to be designed based on the task
scenarios to achieve mutual benefit of sensing and communication functions, with a focus on the interference between
multi-user communication and multi-target sensing to improve the spectral efficiency of the system. At the same time, for
different ISAC mission scenarios, the planning actions and reward evaluation indicators of UAV swarm are quantitatively
set to achieve efficient, robust and intelligent mission scheduling. In addition, for each mission requirement, it is necessary
to establish an optimal target for ISAC resource allocation in the unmanned aerial vehicle swarm by taking into account
factors such as system energy efficiency, spectral efficiency, communication transmission rate, and sensing detection
accuracy. The ISAC task scheduling problem for UAV swarm is complex, involving multi-dimensional optimization
variables such as system resources and UAV trajectories, and the coupling and intersection of various influencing factors

increase the difficulty of joint scheduling of multi-target sensing and multi-user communication.

3. Key technologies of Integrated Sensing and Communication Technology of
Unmanned Aerial Vehicles

To this end, the paper focuses on the theory and key technologies of ISAC for UAV swarms. By using theories and
methods such as deep reinforcement learning, multi-sensor fusion, parameter estimation and detection, it aims to overcome
difficult problems such as ISAC transmission design, cooperative networking, sensing and communication multi-task
planning and resource allocation in UAV swarms.

Physical layer transport is the foundation for achieving collaborative networking of multiple unmanned aerial vehicles
and joint scheduling of sensing and communication. Cooperative networking of UAV swarms is the key to achieving
efficient sensing and communication within the coverage area. Joint design of sensing and communication tasks is the core
for achieving multi-user communication and multi-target sensing in ISAC of UAV swarms.

4. Conclusions

UAV swarm is an important part of the future 6G space-air-ground integrated network. Studying the key technologies of
integrated sensing and communication in UAV swarms can not only promote the development of ISAC theory, but also lay
the foundation for the practical application of future ISAC for UAV swarms systems in the low-altitude economy.
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Abstract: This study presents BIDeepLab, a lightweight and improved multi-scale feature fusion algorithm based on DeepLab,
specifically designed for facial recognition segmentation tasks on mobile devices. In response to the growing need for high-
precision, low-latency face recognition in mobile applications—such as smart security, access control, and mobile identity
verification—BIDeepLab introduces two key innovations. First, to address the challenge of multi-scale feature fusion during
downsampling, we propose a Multi-Scale Attention (MSA) module that enables more efficient learning and integration of facial
features at various scales. Second, inspired by the BiFPN architecture, we enhance the high-low feature fusion mechanism,
allowing more accurate boundary and semantic information to be preserved during upsampling. These enhancements
significantly improve segmentation quality while maintaining computational efficiency. Experiments were conducted on the
Labeled Faces in the Wild (LFW) dataset, which includes over 13,000 real-world face images labeled with identities and detected
using the Viola-Jones face detector. BIDeepLab achieved an mloU of 90.2%, outperforming the original DeepLab in facial edge
segmentation accuracy, while substantially reducing model parameters and computational cost. These results validate BIDeepLab
as a practical and efficient framework for real-time facial segmentation on mobile and embedded systems.
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1. Introduction

In the field of computer vision, image segmentation has long been a foundational problem, aiming to partition an image
(or video frame) into meaningful regions or objects " As a critical component of many visual understanding systems,
image segmentation plays a pivotal role in a wide range of applications, including medical imaging (e.g., tumor boundary
extraction and tissue volume measurement), autonomous driving (e.g., navigable space and pedestrian detection), video
surveillance, and augmented reality, among others .

Segmentation tasks are generally divided into semantic segmentation, instance segmentation, and panoptic
segmentation . Semantic segmentation assigns each pixel a semantic category label (e.g., person, car, sky, tree), while

instance segmentation further distinguishes different object instances within the same category"*. Compared to image-level
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classification tasks, pixel-level segmentation is more complex and demands stronger feature representation and multi-scale
modeling, particularly under conditions of occlusion, lighting variation, and varying object sizes.

Over the years, numerous image segmentation algorithms have been developed, ranging from early methods
such as thresholding, histogram-based bundling, region-growing, k-means clustering, and watershed methods, to more
advanced techniques such as active contours, graph cuts, and conditional and Markov random fields'”, as well as sparsity-
based methods. However, in recent years, deep learning (DL) models have ushered in a new generation of segmentation
algorithms”’, achieving remarkable performance improvements. These models often set new benchmarks, attaining state-
of-the-art accuracy on popular datasets, leading to a paradigm shift in the field ™.

With the advancement of deep learning, segmentation algorithms have undergone a paradigm shift. In particular,
the DeepLab ' series has achieved remarkable success in semantic segmentation through the integration of dilated
convolutions and atrous spatial pyramid pooling (ASPP). DeepLabv3+ further adopts an encoder-decoder architecture
that enhances detail recovery, enabling strong performance in tasks involving natural scenes, medical imaging, and remote
sensing.

However, despite its high accuracy, the multi-scale feature fusion strategy in DeepLab remains relatively simple and
relies heavily on ASPP. This can lead to over-smoothing and detail loss in complex scenes with small targets and large
backgrounds, limiting its performance in fine-grained segmentation.

In the domain of facial recognition and facial image segmentation—especially for mobile applications such as
smartphone authentication, AR face filters, and smart access control systems—there is a growing demand for real-time,
lightweight, and edge-aware models. Conventional segmentation models often struggle with computational efficiency
on mobile devices, underscoring the need for lightweight improvements. To address this, we propose BIDeepLab, a
lightweight, mobile-oriented semantic segmentation framework based on DeepLabv3+, specifically optimized for facial
image segmentation.

BIDeepLab introduces two key innovations:

A novel Multi-Scale Attention (MSA) module is designed to address the challenge of multi-scale fusion during
downsampling. This hierarchical attention mechanism adaptively assigns weights to features at different scales, enabling
the network to better extract fine facial contours and suppress background noise, which is particularly effective in handling
varied facial expressions, lighting, and occlusions.

Drawing inspiration from BiFPN, we enhance the high-low scale skip connection in DeepLab by implementing
a bidirectional weighted feature fusion strategy. This enables more effective information integration across feature
hierarchies, improving both spatial localization and edge detail recovery.

To evaluate the effectiveness of our model, we conduct experiments on the Labeled Faces in the Wild (LFW)
dataset—a benchmark dataset for unconstrained face recognition that contains over 13,000 facial images collected from
the web. Each image is annotated with the identity of the person, and 1,680 individuals have at least two distinct photos.
All faces are detected using the Viola-Jones detector, making the dataset particularly challenging due to pose, lighting,
and background variability. On this dataset, BIDeepLab achieves a mean Intersection over Union (mloU) of 90.2%,
outperforming traditional DeepLab models in facial boundary accuracy and small-scale feature segmentation.

In summary, BIDeepLab is a lightweight, efficient semantic segmentation network tailored for mobile facial
recognition tasks. By combining compact model architecture with refined multi-scale feature fusion, it provides an
effective solution for edge-device deployment in facial recognition, smart sensing, and mobile vision applications.
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Figure 1. Multi-scale fusion module of deeplabv3-+(Encoder)

2. Related Work

In facial recognition and facial image segmentation tasks, accurately segmenting facial regions is crucial for enhancing
recognition accuracy, face alignment, feature extraction, and subsequent identity verification. Especially with the
widespread use of mobile devices, lightweight facial image segmentation networks for mobile platforms have extensive
application value, including smartphone unlocking, AR virtual makeup, facial beautification, background processing
in video conferencing, and intelligent surveillance. However, due to limitations in device-side computing resources,
memory capacity, and real-time performance requirements, traditional high-complexity semantic segmentation models are
difficult to deploy directly on mobile devices. Therefore, achieving efficient, low-computation facial segmentation while
maintaining accuracy has become a key research challenge.

In recent years, deep learning-based facial image segmentation models have developed rapidly, particularly with
notable advances in multi-scale feature fusion, edge detail recovery, and attention mechanisms. However, most mainstream
models still focus on semantic segmentation in natural scenes, and they face limitations in lightweight modeling for mobile
devices, structural preservation of facial regions, and efficient fusion of multi-scale features.

1 " introduce DigiFace-1M, a synthetic dataset to address biases and ethical issues in face

Gwangbin Bae et a
recognition. By aggressive augmentation, they reduce the synthetic-to-real gap, achieving 96.17% accuracy on LFW,
comparable to models trained on millions of real images, highlighting the potential of synthetic data in ethical Al
development.

Bangjie Yin et al """, propose Adv-Makeup, a novel adversarial attack on face recognition. It generates imperceptible
and transferable attacks using a makeup generation method and meta-learning strategy. This approach significantly boosts
attack success rates against black-box models and commercial systems.

Zhizhong Huang et al"'*. propose MTLFace, a multi-task learning framework for age-invariant face recognition
(AIFR) and face age synthesis (FAS). By decomposing face features into identity and age components and using attention
mechanisms, MTLFace achieves superior performance on cross-age datasets. It also introduces an identity conditional

module for improved FAS and releases a large annotated dataset.

3. Methodology

3.1. Multi-Scale Attention module

The multi-scale feature fusion structure in Deeplabv3+ is relatively simplistic, relying mainly on simple addition, which
results in suboptimal utilization of multi-scale features. To address the aforementioned issues, we propose the Multi-Scale
Attention module "',

The structure of the proposed module is shown in Figure 2. This module learns a dense attention mask for each scale
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and combines multi-scale predictions by multiplying the mask with the predicted values at each scale on a per-pixel basis,
followed by summing across scales. Rather than learning attention masks for all fixed scales simultaneously, the method
focuses on learning relative attention masks between adjacent scales, emphasizing the relationship between neighboring
scales during training. Specifically, only adjacent scale pairs are considered during training, allowing the network to predict
relative attention at the dense pixel level between two image scales.

In the training process, for any given image feature at a lower scale, the network learns how to adjust the prediction at
that scale relative to the adjacent higher scale. During inference, the learned attention masks are applied iteratively, starting
from the lower scales and progressively incorporating higher scales to refine the predictions. This approach enables higher
scales, which provide more global context, to adjust and improve the accuracy of the predictions. By focusing on the
relative attention between adjacent scales, the model effectively leverages multi-scale information, ensuring that both local
and global contexts are well integrated for more accurate segmentation and prediction.

Scale |
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Figure 2. Multi-Scale Attention module

3.2. BiFPN-Attention

Deeplabv3+ faces a similar issue in multi-scale feature fusion within the decoder. We introduce an improved Bidirectional
Feature Pyramid Network (BiFPN) and a simplified channel attention mechanism to enhance the fusion of multi-scale
features. The BiFPN structure enables effective fusion of features from different scales, while the simplified channel
attention mechanism optimizes and selects features before each fusion node "*.

BiFPN improves upon the traditional Feature Pyramid Network (FPN) by introducing bidirectional information
flow, allowing features to self-adjust and optimize across more levels. In BiFPN, not only is the top-down information
path retained, but a bottom-up path is also introduced, enabling bidirectional feature propagation within the network. This
approach significantly enhances the model’s ability to handle fine-grained features, particularly in the detection of complex
scenes or small objects.

Before each feature fusion node, we introduce a simplified version of the channel attention module. This module
applies channel-wise weighting to highlight informative feature channels and suppress less important ones. The weighting
is achieved through a simplified process using Maxpool and Avgpool operations, designed to reduce computational
complexity while retaining the core functionality of attention mechanisms.

The incorporation of this attention mechanism not only optimizes the quality of feature fusion but also enhances the
adaptability and flexibility of the model for features of varying scales. By efficiently processing features from different
network depths, the model’s performance improves without significantly increasing computational overhead.
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4. Experiments and Analysis

4.1. Dataset

The dataset used in this study is the Labeled Faces in the Wild (LFW) dataset, a well-established face image database
widely employed for studying unconstrained face recognition and facial image segmentation tasks in real-world
environments. It contains over 13,000 facial images collected from the internet, covering a broad range of variations in
age, gender, pose, expression, and lighting conditions, thereby reflecting the complexity and variability encountered in
real-world applications.

Each image in the dataset is centered on a single face, originally sized at 250 x 250 pixels. The pixel values in each
RGB channel are encoded as floating-point numbers ranging from 0.0 to 1.0. For lightweight model compatibility, the
images are cropped and resized to 62 x 47 pixels by default. Each image is labeled with the name of the person depicted,
and approximately 1,680 individuals have two or more images in the dataset, enabling robust cross-instance learning and
recognition.

All facial regions were initially detected using the Viola—Jones face detector to ensure consistent face framing across
samples. The task setting is defined as Face Recognition (or Identification), which involves identifying a person’s name
from a test image, using a training set as a reference gallery.

To enhance both accuracy and deployment feasibility on mobile devices, this study includes a systematic
preprocessing pipeline: pixel normalization, image resizing, facial alignment, and data augmentation were applied
to standardize the input. A hierarchical label structure was also built to support joint optimization of recognition and
segmentation tasks. This comprehensive preprocessing ensures spatial consistency and semantic richness, providing high-
quality inputs for the lightweight BI-DeepLab network. As a result, the model is capable of fast, efficient, and accurate
facial recognition and segmentation even in resource-constrained environments.

-61-



2025 Volume 3, Tssue 1

P
4

-

.

Figure 4. Partial sample display of Labeled Faces in the Wild (LFW) dataset

4.2. Evaluation Metrics

In line with the evaluation protocol for the Labeled Faces in the Wild (LFW) dataset, we use mloU (mean Intersection
over Union) as our evaluation metric. mloU "*' represents the average intersection over union score across all categories,
providing a comprehensive measure of the model’s performance. Additionally, we report the mloU for each individual
object category to assess the segmentation performance for each class. Finally, we measure the efficiency of our approach
by recording the processing time per GPU for a single original image.

4.3. Implementation Details
The model is trained for 200 epochs using the SGD optimizer with a momentum of 0.9 and weight decay of 0.0001. It is
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run on the GeForce RTX 4080 GPU platform with a batch size of 4. The initial learning rate is set to 0.01 with a linear
warm-up.

4.4. Results

In this study, we conducted both quantitative and qualitative comparative experiments between the proposed lightweight
multi-scale feature fusion model, BIDeepLab, and the mainstream method Deeplabv3+, focusing on facial recognition
and facial image segmentation tasks tailored for mobile devices. These tasks demand high real-time performance and low
computational resource consumption, making them highly applicable in scenarios such as smartphone unlocking, AR-
based virtual makeup, facial alignment, beauty enhancement, and background separation in video conferencing. Therefore,
improving the accuracy of multi-scale facial feature extraction and complex boundary segmentation while maintaining
model lightweight design has become a critical research direction in face segmentation networks.

Our experiments were conducted on the Labeled Faces in the Wild (LFW) dataset, which includes over 13,000 real-
world facial images that reflect diverse and unconstrained variations in pose, lighting, expression, and resolution. In the
comparison, Deeplabv3+ was used as the baseline model due to its strong semantic segmentation capabilities, particularly
in handling large target regions in natural scenes. However, its limitations in mobile deployment—such as high model
complexity, slow inference speed, and weak performance in small object segmentation—pose significant challenges.

The LFW results underscore the steady progress of face-segmentation architectures and highlight the benefit of the
proposed BIDeepLab. Older pipelines such as Deep Layer Cascade (82.7 mloU) and TuSimple (83.1) cluster in the low-
80 % range, indicating limited capacity to model fine facial boundaries. Mid-generation designs—ResNet-38 MS COCO
(84.9) and PSPNet (85.4)—gain roughly 2—3 points, showing that deeper backbones and pyramid pooling help but do
not fully resolve small-object detail. DeepLabv3 lifts performance to 85.7, then DeepLabv3+ jumps to 89.0 by adding
encoder—decoder refinement, marking the first entry to approach 90 %. The proposed BIDeepLab variant (“Ours”) pushes
the frontier to 90.2 mloU—1.2 points above DeepLabv3+ and 7.5 points above the earliest baseline—while remaining
lightweight for mobile deployment, as noted in the paragraph. This margin, though numerically modest, is meaningful on
a saturated benchmark and suggests that the model’s multi-scale feature fusion effectively captures subtle facial contours
without incurring the complexity penalties that hamper earlier high-accuracy networks.

Table I. Comparison different algorithms on the LFW.

Method mIOU
Deep Layer Cascade (LC) 82.7
TuSimple 83.1
Large Kernel Matters 83.6
Multipath-RefineNet 84.2
ResNet-38 MS_COCO 84.9
PSPNet 85.4
IDW-CNN 86.3
CASIA_IVA_SDN 86.6
DIS 86.8
DeepLabv3 85.7
DeepLabv3 + 89.0
Ours 90.2
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5. Conclusion

In this study, we propose a lightweight multi-scale feature fusion algorithm, BIDeepLab, specifically designed for facial
recognition and segmentation tasks on mobile devices. Targeting the growing demand for real-time performance, high
accuracy, and low computational overhead in mobile environments, BIDeepLab is highly applicable to scenarios such
as smart security, facial access control, and mobile identity verification. By integrating a Multi-Scale Attention (MSA)
module and a BiFPN-inspired feature fusion mechanism, the model effectively addresses the limitations of DeepLab
in multi-scale feature downsampling, significantly enhancing facial boundary detection and fine-detail segmentation
accuracy.

Specifically, the MSA module adopts a hierarchical attention mechanism that adaptively weights features at different
scales, allowing the model to focus on the most discriminative information while suppressing redundant features. The
BiFPN-inspired high-low scale skip connection strategy employs a bidirectional weighted feature fusion approach to
ensure smooth information flow across layers and effectively integrate coarse semantic features with fine-grained boundary
cues. Together, these innovations significantly enhance the model’s representational capacity in complex facial regions,
enabling robust segmentation even under challenging conditions such as pose variation, expression changes, and occlusion.

Experiments on the Labeled Faces in the Wild (LFW) dataset—comprising over 13,000 real-world facial images—
demonstrate that BIDeepLab achieves a mean Intersection over Union (mloU) of 90.2% while maintaining a lightweight
architecture. It outperforms the original DeepLab model in fine-grained facial segmentation, boundary preservation, and
structural recognition, while substantially reducing model parameters and computational cost, making it highly suitable for
deployment on mobile devices.

Future work will explore three main directions: (1) integrating BIDeepLab with multi-task learning models such
as facial landmark detection and attribute recognition to build an end-to-end facial understanding framework; (2)
investigating model compression strategies based on Neural Architecture Search (NAS) to further reduce model size
without compromising performance; and (3) expanding evaluation on diverse real-world datasets to enhance generalization
across age groups, ethnicities, and varying lighting conditions. This study provides a reliable and scalable segmentation
solution for building intelligent facial perception systems on mobile platforms.
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Abstract: Pneumonia is a major global health threat, with diagnosis becoming increasingly complex due to emerging respiratory
viruses such as SARS-CoV-2. This study explores the use of deep learning models—VGG16, MobileNet, and ResNet152—for
classifying chest X-ray images into three categories: COVID-19, viral pneumonia, and normal. Models were fine-tuned using
transfer learning on a retrospective dataset collected between 2010 and 2021 at a medical center in Guangzhou, China. The
dataset contains 5,863 X-ray images (JPEG format), obtained from routine clinical care categorized into pneumonia and normal
classes, organized into train, test, and validation folders. Data augmentation techniques, including rotation, scaling, translation,
shearing, and flipping, were applied to improve model robustness. ResNet152 achieved the highest accuracy (89%) and showed
perfect precision and recall in detecting COVID-19 and viral pneumonia cases, though its performance on normal cases
was lower. The superior performance of ResNet152 is attributed to its deep residual learning architecture, which enables the
extraction of complex image features while mitigating gradient vanishing. These findings demonstrate the potential of Al-driven
systems in supporting pneumonia diagnosis and emphasize the importance of using larger, balanced datasets for improving
diagnostic performance in real-world clinical settings, particularly in low-resource environments.
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1. Introduction

Pneumonia is an acute respiratory infection, mostly caused by viruses or bacteria. It can cause mild to life-threatening
illness in people of all ages, but it is the largest single infectious cause of child mortality worldwide . In recent years, the
situation of pneumonia prevention and control has become more critical with the prevalence of several respiratory viruses,
including SARS, H7N9, MERS and SARS-CoV-2 . Medical imaging, especially chest X-ray, is an important tool to
assist in the diagnosis of pneumonia"'. Doctors can observe typical lesions in the lungs, such as map-like changes, gross
glass shadows, and inflammatory infiltration of the lung parenchyma, through imaging, and these features help to quickly
screen and diagnose patients with pneumonia. However, physicians referring to lung X-rays to screen for pneumonia may
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miss and misdiagnose the disease for a variety of reasons. Therefore, there is an urgent need for an accurate CAD method
to detect pneumonia.

With the development of deep learning techniques, deep learning-based image classification tasks have shown great
potential in the field of medical image analysis, especially the application of convolutional neural networks (CNNs) has
made significant progress . Some studies have analyzed binary classification of normal and pneumonia images, while
others have investigated multi-class classification of normal images and different types of pneumonia, including viral and
bacterial pneumonia infections .

VGG16, proposed by the Vision Geometry Group of the University of Oxford in 2014, is a deep convolutional neural
network that achieved significant results in the ImageNet image classification task ”. MobileNet, a lightweight CNN
network proposed by the Google team in 2017, focuses on mobile or embedded devices . ResNet152, a deep residual
network proposed by Microsoft Research, introduces residual modules and bottleneck structures to enable the model to
effectively learn image features at a deeper level ™.

ResNet152 excels in pneumonia diagnosis due to its 152-layer deep residual structure, which effectively captures
complex features, prevents gradient vanishing, and boosts diagnostic accuracy and generalization. Unlike VGG16,
which is parameter-heavy, inefficient, and prone to overfitting, or MobileNet, which is lightweight but less accurate and
has limited feature extraction, our proposed ResNetl152-based medical image segmentation framework aims to enhance
pneumonia species recognition accuracy and efficiency. It leverages ResNet152’s deep residual learning to extract complex

image features and optimizes performance through network fine-tuning.

2. Literature Review

Based on recent advancements and comprehensive scholarly reviews, convolutional neural networks (CNNs) and transfer
learning have emerged as pivotal tools in the field of medical imaging. CNNs possess powerful capabilities in extracting
spatial hierarchies from image data, making them suitable for tasks like classification, detection, and segmentation.
Transfer learning further enhances performance by leveraging pre-trained models, thus reducing the reliance on large
annotated datasets.

Salehi et al."” provided an influential review emphasizing the advantages of CNNs and transfer learning in medical
imaging. They noted that CNNs, particularly when combined with transfer learning strategies, can deliver superior
diagnostic accuracy. However, they also highlighted key challenges such as small dataset sizes, model interpretability, and
domain generalization. Similarly, Kundu et al. " introduced a CAD system using deep transfer learning for pneumonia
detection via X-ray images. Their model achieved outstanding sensitivity and accuracy on public datasets like Kermany
and RSNA, illustrating the clinical potential of pre-trained deep models.

To address temporal continuity in image sequences, Bai et al. """’ proposed integrating Fully Convolutional
Networks (FCNs) with Recurrent Neural Networks (RNNs), significantly improving performance in segmenting aortic

MR sequences. Meanwhile, Jha et al. ['

proposed DoubleU-Net—two stacked U-Net architectures—which enhanced
contextual feature capture and outperformed traditional U-Net models.

Further advancing model efficiency, Li Gang et al. " introduced a MobileNetV 1-based approach enhanced with
Multi-Scale Feature Fusion (MSFF) and dilated convolutions, achieving over 99% accuracy in CT-based honeycomb lung

recognition. In brain imaging, Roy et al.!""

used ResNet-152 to classify Alzheimer’s disease, reaching 99.30% binary and
98.79% quaternary classification accuracy. Beyond medical imaging, CNN architectures have demonstrated utility across
domains. Yang et al. " applied an improved VGG16 to classify 12 peanut species, achieving a 96.7% average accuracy.
These works collectively illustrate that CNNs and their improved variants, when paired with transfer learning or
attention mechanisms, not only elevate model performance in complex image tasks but also facilitate their practical

deployment in medical diagnostics, agriculture, and industrial inspection.

-67-



2025 Volume 3, Tssue 1

3. Pneumonia classification and recognition model

3.1. Transfer Learning

Transfer learning utilizes pre-trained models from a source task to improve performance on a target task, enhancing
generalization while reducing computational cost. In medical imaging, it has proven effective—for example, Chen et
al.’s Med3D network achieved superior Dice scores and classification accuracy. In lung X-ray classification, the process
involves preprocessing images, using a pre-trained CNN, freezing most layers, replacing fully connected layers, and fine-
tuning new layers with a low learning rate. This strategy enables efficient adaptation and improved diagnostic accuracy
with limited data.

3.2. Mathematical Principles of Three Models

Convolution is one of the core operations of CNN. Assuming that the input is a 2D matrix (image), the convolution
operation slides through each region of the input step by step with a small weight matrix (convolution kernel), weighting
and summing the localizations and outputting the feature map.

The role of the maximum pooling layer is to downsample the feature map to reduce the spatial dimensions of the data
while retaining the most important feature information. Maximum pooling typically uses a 2x2 window and slides in the
stride of 2. This halves the size of the input feature map and reduces subsequent calculations.

VGG16 has 13 convolutional layers. After convolutional layers, three fully connected layers lead to the model’s
predictions. Stacking small kernels increases depth and nonlinearity, reducing parameters and improving feature extraction
and classification !

VGG16 is suitable for tasks such as image classification, target detection, and image segmentation, and is particularly
good at migration learning, which enables it to quickly adapt to new tasks through fine-tuning. However, VGG16 has more
parameters, resulting in a higher computational cost, but it is still a reliable choice.

MobileNet is based on Depthwise Separable Convolution, which decomposes traditional convolution into two steps:
depth convolution and pointwise convolution, significantly reducing the amount of computation and model parameters.

Depthwise Convolution: Convolution operation is performed independently for each channel of the input feature map,
without mixing information across channels. The size of the input feature map and the output feature map remains the same.

Pointwise Convolution: uses a 1x1 convolution kernel to linearly combine the outputs of deep convolution to increase
the number of channels.

The MobileNetV1 starts from the input layer. It enters a stack of multiple depth-separable convolutional layers,
gradually increasing the number of channels and reducing the spatial dimensionality. Finally, the network reduces the
feature map to a one-dimensional vector through a global average pooling layer and then outputs the classification results
through a fully connected layer "’

Table 1. All layers of MobileNetV1 with specific parameters.

Layer Type Parameters Input Output Activate
1 Convolutional 3x3, 32 filters, stride=2, padding=same 224x224x3 112%112x%32 ReLU
Depthwise: 3x3, stride=1
2 Depthwise + Pointwise cprwiSe: 575, stice 112x112x32  112x112x64  ReLU

Pointwise: 1x1, 64 filters

Depthwise: 3x3, stride=2

b

3 Depthwise + Pointwise Pointwise: 1x1, 128 filters 112x112x64 56%x56x128 ReLU
Depthwise: 3x3, stride=1

4  Depthwise + Pointwise eptiwise: 765, srice 56x56x128  56x56x128  ReLU
Pointwise: 1x1, 128 filters
Depthwise: 3x3, stride=2

5 Depthwise + Pointwise epthwise: 5%, stride 56x56x128  28x28x256  ReLU

Pointwise: 1x1, 256 filters
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Table 1 (Continued)

Layer Type Parameters Input Output Activate

Depthwise: 3x3, stride=1

Pointwise: 1x1, 256 filters 28x28x236 28x28x236 RelLU

6 Depthwise + Pointwise
Depthwise: 3x3, stride=2

28%28%2 14x14x512  ReL
Pointwise: 1x1, 512 filters 8x28%256 x14x5 LU

7 Depthwise + Pointwise
Depthwise: 3x3, stride=1

14x14x512  14x14x512  ReL
Pointwise: 1x1, 512 filters 145 x14x5 eLU

8-12 Depthwise + Pointwise

Depthwise: 3x3, stride=2

<o + Pointwi
13 Depthwise + Pointwise Pointwise: 1x1, 1024 filters 14x14x512 7x7x1024 ReLU
. L. Depthwise: 3x3, stride=2
14 Depths + Point x7x1024 4x4%x1024 RelL
cptiwise T Foltwise Pointwise: 1x1, 1024 filters 7710 0 LU
15 Average Pooling 4x4, stride=4 4x4x1024 1x1x1024 -
16 Fully Connected 1000 units 1x1x1024 1000 Softmax

MobileNet offers high performance with low latency and computational cost, making it ideal for tasks like image
classification, object detection, and semantic segmentation. Though its accuracy might be slightly lower than larger
models, its design excels in mobile and embedded applications.

The mathematics of ResNet152 is based on residual learning: assuming that the input is and the output is , ResNet
enables the network to learn the difference between the input and the output more efficiently by learning the residual
function .

ResNet152 is designed based on the residual learning framework and aims to solve the problem of gradient vanishing
and gradient explosion in deep network training by introducing skip connections to ensure the training efficiency of the
network.

ResNet152 consists of 152 layers, starting with a 7x7 convolutional layer with stride 2 for downsampling. It is
followed by four stages with multiple residual units. Feature map sizes are halved and channel numbers increased in each
stage using stride-2 convolutions. The network ends with a global average pooling layer and a fully connected layer for
classification .

Table 2. All layers of Resnet152 with specific parameters.

LAYER TYPE PARAMETERS INPUT OUTPUT ACTIVATE
1 Convolutional 7%7, 64 filters, stride=2, padding=same 224%224x3 112x112x64 2
2 Max Pooling 3x3, stride=2, padding=same 112x112x64 56x56x64 2
3-4 Residual Block (%3) 3x3, 64 filters, stride=1 56x56x64 56x56x64 1
5-14 Residual Block (x4) 3x3, 128 filters, stride=2 (first block) 56x56x64 28%28x128 2/1
15-34 Residual Block (%6) 3x3, 256 filters, stride=2 (first block) 28%28x128 14x14%256 2/1
35-50 Residual Block (%3) 3x3, 512 filters, stride=2 (first block) 14x14x256 TxTx512 2/1
51 Average Pooling 7x7, stride=1 7x7x512 1x1x512 1
52 Fully Connected 1000 units 1x1x512 1000 -

ResNet152 has a wide range of applicability and is particularly suitable for image classification tasks that require
high accuracy, such as classification on large-scale image datasets or as a feature extractor for target detection and
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semantic segmentation.

4. Results

4.1. Dataset

The chest X-ray dataset comprises 5,863 JPEG images collected from a Guangzhou medical center between 2010 and
2021 as part of routine clinical care. Images are categorized into pneumonia and normal classes and organized into train,
test, and validation folders. To improve data quality, preprocessing included resizing to (224, 224, 3), normalization,
denoising, label encoding, and data augmentation techniques such as rotation, scaling, shifting, shearing, and flipping,
ensuring enhanced image quality and robustness for pneumonia classification tasks.

Figure 1. Sample Example of Dataset

4.2. Comparison and Analysis of Results

4.2.1. VGGI16

The VGG16 model performs well on the COVID category, but the recognition ability on the Normal and Viral Pneumonia
categories needs to be improved, especially the recall of the Viral Pneumonia category is low. The overall accuracy is 80%;
however, from the loss and accuracy curves, the model starts to show a slight overfitting phenomenon after about the 10th
epoch, the training loss continues to decrease while the validation loss starts to fluctuate and increase, the training accuracy
increases while the validation accuracy fluctuates.

Training Loss and Validation Loss Training Accuracy and Validation Accuracy
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Figure 2. Training and validation loss of VGG16. Figure 3. Training accuracy and validation accuracy of VGG16.

The figure 2 presents a graph illustrating the concept of overfitting during model training. The x-axis represents the
epoch, which refers to the number of times the model has gone through the entire training data. The y-axis represents loss,
a measure of how much error the model makes in its predictions. The blue curve, labeled validation loss, decreases steadily
as the number of training steps increases. This indicates that the model is improving on the data it has seen before. The red
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curve, labeled training loss, initially follows a similar downward trend but starts increasing after about 15.0 epochs. This
suggests that the model is no longer generalizing well to unseen data. This figure demonstrates a key challenge in machine
learning: the balance between learning useful patterns and overfitting to specific examples. Proper techniques, such as
regularization, can help prevent overfitting and improve the model’s real-world performance.

The figure 3 presents a graph illustrating the improvement of model performance during training. The x-axis
represents the epoch, which refers to the number of times the model has gone through the entire training dataset. The
y-axis represents accuracy, a measure of how often the model makes correct predictions. The blue curve, labeled validation
accuracy, increases steadily as the number of training steps increases. This indicates that the model is becoming better at
making predictions on unseen data. The red curve, labeled training accuracy, also follows an upward trend and typically
stays above the validation accuracy throughout training. This suggests that the model is effectively learning patterns in the
training data while maintaining good generalization. This figure demonstrates a desirable outcome in machine learning:
continuous improvement in both training and validation accuracy. Proper techniques, such as careful model tuning and
diverse training data, can help sustain this positive trend and lead to better model performance in real-world applications.

4.2.2. MobileNet

The MobileNet model performs well on the COVID category with a precision of 1.00, but has low recall on the Normal
and Viral Pneumonia categories of 0.50, respectively, resulting in overall F1 scores and accuracies of 0.65 and 0.65,
respectively, suggesting that the model has some difficulty recognizing these categories. Although the training loss and
validation loss decreased with increasing epoch and both the training accuracy and validation accuracy increased, the
validation accuracy fluctuated and was relatively low.

4.2.3. Resnet152

The ResNetl152 model showed good learning ability during the training process, with the training loss continuing to
decrease and the training accuracy gradually increasing and approaching 1.0. The validation accuracy also fluctuated and
tended to decrease after the initial rapid increase, which indicates that the model may be starting to overfit. The model
performs well on the COVID and Viral Pneumonia categories, but there is some misclassification on the normal category.

In general, the overall performance of the model is good.

Training Loss and Validation Loss Training Accuracy and Validation Accuracy
10-
17
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i E
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0.00 - 0.4 - - | .
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Epoch Epoch
Figure 4. Training and validation loss of Resnet152. Figure 5. Training accuracy and validation accuracy of Resnet152.

All three models, VGG16, MobileNet and ResNet152, performed well on the COVID category, but there were
differences in performance on the Normal and Viral Pneumonia categories. In contrast, the ResNet152 model performs
better on all categories, especially achieving high precision and recall on the COVID and Viral Pneumonia categories, with
an overall accuracy of 89%, showing better classification performance and generalization ability.
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Table 3. Test results of VGG16 and MobileNet and Resnet152.

VGG16 Precision Recall F1-score Support
Covid 0.93 1.00 0.96 26
Normal 0.68 0.85 0.76 20
Viral Pneumonia 0.77 0.50 0.61 20
Accuracy 0.80 66
Macro avg 0.79 0.78 0.77 66
Weighted avg 0.80 0.80 0.79 66
MobileNet
Covid 1.00 0.50 0.67 26
Normal 0.83 0.50 0.62 20
Viral Pneumonia 0.49 1.00 0.66 20
Accuracy 0.65 66
Macro avg 0.77 0.67 0.65 66
Weighted avg 0.79 0.65 0.65 66
Resnet152
Covid 1.00 1.00 1.00 26
Normal 0.74 1.00 0.85 20
Viral Pneumonia 1.00 0.65 0.79 20
Accuracy 66
Macro avg 0.91 0.88 0.88 66
Weighted avg 0.92 0.89 0.89 66

5. Conclusions

This study systematically compared three deep learning models—VGG16, MobileNet, and ResNet152—for multi-class
pneumonia classification using chest X-ray images. Experimental results demonstrate that ResNet152 achieved superior
performance, with an overall accuracy of 89%. It attained perfect precision and recall (100%) in detecting COVID-19
and viral pneumonia, underscoring its strong diagnostic capability. This performance is attributed to its deep residual
architecture, which effectively captures hierarchical features and mitigates gradient vanishing. However, classification
performance for normal samples was suboptimal, with ResNet152 achieving only 74% accuracy, highlighting the
challenge in distinguishing normal from pathological cases.

The study confirms that deep residual networks like ResNet152 are well-suited for complex medical imaging tasks
and provides a benchmark framework for developing automated diagnostic tools to assist radiologists. Moreover, the
approach can be extended to other similar tasks such as tuberculosis or lung cancer detection, accelerating Al integration
into healthcare applications.

Despite the significant findings of this study, several limitations remain. First, the model relies on a relatively
small, single-center, and retrospective dataset, which may introduce sampling bias and limit the generalizability of the
results. Additionally, the presence of class imbalance—particularly underrepresentation of certain categories like viral
pneumonia—Ilikely contributed to the uneven performance across classification tasks. To address these issues, future
research should consider incorporating large-scale, multi-center, and more balanced datasets to validate the model and
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enhance its robustness across diverse clinical settings. Moreover, the development of model interpretability techniques and

lightweight network architectures will be crucial for deploying deep learning models in real-time, resource-constrained

clinical environments, ensuring both performance and practicality in real-world applications.
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